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ABSTRACT The molecular mechanisms underlying long-
term potentiation in the hippocampus have received much
attention because of the likely functional importance of syn-
aptic plasticity for information storage and the development
of neuronal connectivity. Surprisingly, it remains unclear
whether activity modifies the strength of individual synapses
in a digital (all-or-none) or analog (graded) manner. Here we
characterize step-like all-or-none transitions from baseline
synaptic transmission to potentiated states following proto-
cols for inducing potentiation at putative single CA3-CA1
synaptic connections. Individual synapses appear to have
all-or-none potentiation indicative of highly cooperative pro-
cesses but different thresholds for undergoing potentiation.
These results raise the possibility that some forms of synaptic
memory may be stored in a digital manner in the brain.

There is increasing evidence that activity-dependent synaptic
plasticity plays an important role in certain forms of learning
and memory as well as in the development of neural circuitry.
In part because of its experimental accessibility and reliability,
the most intensively studied form of synaptic plasticity has
been long-term potentiation (LTP) in the CA1 region of the
hippocampus. A major research effort by many investigators
has addressed the involvement of specific intracellular signal-
ing cascades in this phenomenon as well as the pre- and
postsynaptic modifications that may be responsible for it (1–4).
Despite this intense effort, an important question that has not
been addressed is whether the LTP that occurs at individual
synapses is graded or all-or-none. That is, is synaptic strength
at individual synapses controlled by activity in an analog or
digital manner? The answer to this question has important
mechanistic implications for the types of molecular changes
that should be considered when examining the mechanisms
responsible for LTP. Of equal importance are the theoretical
implications of digital vs. analog control of synaptic strength
for the mechanisms by which information is stored in the
pattern of synaptic weights in a distributed neural network.

To address this issue, we have attempted to determine
whether the N-methyl-D-aspartate (NMDA) receptor-
dependent potentiation of synaptic efficacy at putative single
synapses onto CA1 pyramidal neurons occurs in a graded or
all-or-none manner. Our approach to investigating this ques-
tion was first to define protocols that would induce apparently
graded amounts of potentiation in cells upon which many
synapses were simultaneously stimulated. Analysis of the po-
tentiation evoked by the same protocols in cells where putative
single fiber inputs were stimulated could then be used to
determine if the apparently graded nature of the potentiation
was due to graded potentiation at single synapses or alterna-
tively whether single synapses exhibit all-or-none potentiation
with individual synapses showing different thresholds for
potentiation.

METHODS

Transverse hippocampal slices (500 mm) were prepared from
10- to 14-day-old Sprague–Dawley rats. Slices were incubated
at room temperature in a medium containing 119 mM NaCl,
26 mM NaHCO3, 10 mM D-glucose, 2.5 mM KCl, 2.5 mM
CaCl2, 1.3 mM MgCl2, and 1 mM NaH2PO4 equilibrated with
95% O2 and 5% CO2. Slices were then transferred to an
immersion type recording chamber superfused with a solution
containing 119 mM NaCl, 26 mM NaHCO3, 10 mM D-glucose,
2.5 mM KCl, 2 mM CaCl2, 1 mM NaH2PO4, 1 mM MgCl2, and
0.1 mM picrotoxin (0.04% dimethyl sulfoxide) equilibrated
with 95% O2 and 5% CO2. Experiments were done at room
temperature. Whole-cell patch-clamp recordings were made
from CA1 neurons with the ‘‘blind’’ recording technique (5)
after making a cut between the CA3 and CA1 regions. Patch
electrodes were filled with 120 mM Cs-gluconate, 15 mM CsCl,
10 mM HEPES, 5 mM NaCl, 2 mM Mg3ATP2, 0.3 mM
Na3GTP, and 0.2 mM Cs-EGTA (pH 7.2). Stimulating elec-
trodes were placed in stratum radiatum close to the cell body
layer and Schaffer collateralycommissural fibers were stimu-
lated at a frequency of 1 Hz. To maximize the stability of
evoked excitatory postsynaptic current (EPSCs), stimulation
began several minutes before entering the whole-cell config-
uration. For experiments involving activation of a population
of fibers bipolar stainless steel electrodes were used and for
minimal stimulation experiments patch pipettes filled with the
standard extracellular solution were used. To identify putative
single synaptic connections using minimal stimulation, the
stimulus strength was gradually reduced until no EPSCs were
detected and then increased until at a sharp threshold synaptic
responses were reliably evoked with a low probability (around
0.5) of transmission. Data were collected with an Axopatch-1D
amplifier, filtered at 1 kHz, sampled at 5 kHz, and analyzed
on-line as described (6). EPSC amplitudes were measured by
using a 2-ms window at the peak of the event relative to the
baseline taken immediately before the stimulus artifact. The
magnitude of the potentiation was calculated by comparing the
average size of the EPSCs for the 50 events immediately prior
to pairing to the average size of the EPSCs for the 50 events
beginning 50 sec after the pairing. All results are expressed as
mean 6 SEM.

RESULTS

EPSCs were recorded with the whole-cell patch-clamp tech-
nique from CA1 pyramidal cells voltage-clamped at 280 mV
and synapses were stimulated at 1 Hz. To induce potentiation,
the postsynaptic cell was depolarized to '0 mV and held at this
potential while maintaining the stimulation frequency con-
stant, a procedure referred to as ‘‘pairing.’’ We initially used
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relatively large synaptic inputs to find a pairing protocol that
would reliably induce a small, nonsaturating amount of po-
tentiation. An example of one of these experiments is shown
in Fig. 1A. At 200 s, the cell was depolarized to 0 mV for 10
stimuli, a procedure that resulted in a small amount of
potentiation. To ensure that this protocol did not induce a
saturating level of potentiation, a more prolonged pairing
procedure (100 stimuli at 0 mV) was performed starting at
400 s and this resulted in substantially more potentiation.
Potentiation was not observed in separate interleaved exper-
iments carried out in the presence of the NMDA receptor
antagonist D-2-amino-5-phosphoonovaleric acid (D-APV)
(Fig. 1B). These interleaved experiments were averaged to-
gether and are shown in Fig. 1C (n 5 10 in the absence and n 5
10 in the presence of D-APV). Fig. 1D (n 5 18) plots the
individual results of all the experiments (those from the
interleaved experiments in the absence of D-APV and an
additional eight cells). The results in Fig. 1 demonstrate that
10 pairings induce a small, subsaturating level of potentiation
that is dependent on the activation of NMDA receptors.

Having defined parameters for inducing small amounts of
potentiation, we next repeated the above experiments by using
minimal stimulation techniques in an attempt to activate single
fibers. To maximize the occurrence of activating single syn-
aptic sites we used young animals (10–14 days) because the
number of synapses made by a single axon onto a single
postsynaptic cell is considerably less than in older animals (7).
The results fell clearly into three categories: (i) Potentiation

(defined as .25% increase in EPSC amplitude) was observed
following 10 pairings, in which case we were unable to generate
further potentiation with 100 pairings (Fig. 2 A1 and B1). (ii)
No potentiation was observed after 10 pairings, but could be
observed after 100 pairings (Fig. 2 A2 and B2). (iii) No
potentiation could be generated with either 10 or 100 pairings
and thus the synapse appeared to be incapable of undergoing
potentiation. The data from each cell in this series of exper-
iments is plotted in Fig. 2C. Except for one cell, all cells capable
of expressing potentiation either exhibited potentiation with
10 pairings and no further potentiation with 100 pairings (F),
or exhibited no potentiation with 10 pairings but did express
potentiation with 100 pairings (f). Finally, six cells ({) failed

FIG. 1. Potentiation of EPSCs evoked by activation of multiple
synapses is graded and dependent on NMDA receptor activation. (A)
The amplitude of EPSCs evoked by stimulation of many synapses can
be potentiated in a graded manner. Thus pairing 10 stimuli with
postsynaptic depolarization evoked a small amount of potentiation and
subsequent pairing of 100 stimuli evoked further potentiation. Aver-
ages of 50 consecutive current traces from the baseline period,
following 10 pairings and following 100 pairings are superimposed
(Right). The response to a 22 mV hyperpolarization is shown prior to
the synaptic response. (B) EPSCs are not potentiated by pairing 10
stimuli and 100 stimuli in the presence of 100 mM D-APV. Averages
of 50 stimuli from the baseline period, following 10 pairings and
following 100 pairings are superimposed (Right). (C) Summary of
experiments showing 35 6 2% (n 5 10) potentiation with 10 pairings
and a further 43 6 2% (n 5 10) potentiation with 100 pairings (F).
Potentiation is completely blocked in paired experiments carried out
in the presence of 100 mM D-APV (n 5 10, h). (D) The potentiation
observed following pairing of 10 stimuli and the additional potentia-
tion evoked by pairing 100 stimuli are plotted for each individual
experiment (n 5 18).

FIG. 2. Potentiation is all-or-none at presumed single synaptic
connections. (A) The amplitude of EPSCs evoked by minimal stim-
ulation was monitored in a baseline period, following 10 pairings and
100 pairings. (A1) In some experiments potentiation of EPSC ampli-
tude was evoked with 10 pairings but no further potentiation was
induced with a subsequent pairing of 100 stimuli. Averages of 50
consecutive EPSCs in baseline, following 10 pairings and following 100
pairings are superimposed (Right). (A2) In other experiments no
potentiation of EPSC amplitude was observed following 10 pairings,
but potentiation could be evoked by subsequent pairing of 100 stimuli.
Averages of 50 consecutive EPSCs from the baseline period, following
10 pairings and following 100 pairings are superimposed (Right). (B)
The experiments using minimal stimulation were separated into two
groups. (B1) One group contained the experiments showing potenti-
ation following 10 pairings (88 6 7%, n 5 11) but did not show further
potentiation when 100 stimuli were paired (22 6 4%, n 5 11). It thus
appears that once a synapse becomes potentiated it is no longer
capable of further potentiation, suggesting that potentiation is an
all-or-none event. (B2) The other group of experiments showed no
potentiation with 10 pairings (4 6 6%, n 5 7) but did show potentiation
when 100 stimuli were paired (98 6 7%, n 5 7). (C) The potentiation
observed following pairing of 10 stimuli and additional potentiation
evoked by 100 pairings are plotted for each individual experiment (n 5
25). Eleven experiments showed potentiation only in response to the
first 10 pairings (F, equivalent to the experiments grouped together in
B1). Seven experiments showed no potentiation with 10 pairings but
did show potentiation with 100 pairings (■, equivalent to the exper-
iments grouped together in B2). In six experiments ({) no potentiation
was observed in response to 10 pairings or 100 pairings and only in one
experiment (h) was potentiation observed in response to both 10
pairings and 100 pairings.
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to show any significant potentiation with either the short or
long pairing protocol. Importantly, the potentiation observed
with 100 pairings (98 6 7%, n 5 7) (Fig. 2B2) was no different
from the potentiation observed with 10 pairings (88 6 7%, n 5
11) (Fig. 2B1). These results are consistent with the hypothesis
that potentiation occurs in an all-or-none manner, because
once a synapse had undergone potentiation it was unable to
exhibit further potentiation. Additionally the experiments
demonstrate that individual synapses appear to have different
‘‘thresholds’’ for potentiation, because only a subset of syn-
apses became potentiated following 10 pairings. This finding
provides an explanation for the apparently graded nature of
the potentiation observed when multiple synapses were mon-
itored (Fig. 1).

We next examined the time course for the development of
potentiation. With large inputs there was a gradual growth of
the EPSCs following 10 pairings and the potentiation reached
half maximal after about 20 s (Fig. 3A1) in agreement with
previously published data (8). When all of the minimal stim-
ulation experiments showing potentiation following 10 pair-
ings were averaged together a similar time course was seen
(Fig. 3A2). Does this time course averaged over many synapses
reflect the time it takes for potentiation to occur at an
individual synapse? In the minimal stimulation experiment
illustrated in Fig. 3B1 there appears to be a delay after the 10
pairings before potentiation occurs. When every 10 responses
are averaged together (Fig. 3B2) the delay is more obvious and,
in addition, there appears to be a relatively abrupt transition
to the potentiated state. To examine this conclusion further
10-response average EPSC amplitudes were plotted for all the
minimal stimulation experiments in which potentiation oc-
curred following the pairing of 10 stimuli. This data was then
aligned by setting time zero as the time when potentiation first
occurred. Time zero was operationally defined as the time at
which 4 of 5 consecutive data points following the pairing had
values greater than half of the potentiated state. Importantly,
this never occurred during the baseline itself. It is clear (Fig.
3C) that the potentiation at putative single sites is considerably
more abrupt than seen with the simple population average
(Fig. 3A2). These results suggest that there is a variable delay
to the onset of potentiation following the pairing protocol, but
that when potentiation occurs it is complete within 10 s.

A limitation with the above experiments is that the pairing
protocol consisted of depolarizing the cell for 10 consecutive
stimuli, making it impossible to monitor synaptic transmission
during this period. Thus it is conceivable that the potentiation
was graded during the induction of the potentiation. To
examine more closely the change in synaptic strength during
the induction protocol, we performed another series of exper-
iments during which we paired every tenth stimulus with
depolarization. This permitted us to monitor synaptic strength
following each pairing event. Fig. 4A shows that when a large
input is used and multiple synapses are monitored, this pairing
protocol resulted in the gradual development of potentiation
that reached a value of 53 6 2% (n 5 16). When the identical
procedure was carried out in the presence of the NMDA
receptor antagonist D-APV (100 mM), no potentiation was
observed (3 6 2%, n 5 7). When this protocol was performed
by using minimal stimulation, in 8 of 20 experiments, a
potentiation occurred with some delay following the start of
the pairing procedure and once it occurred rapidly reached a
stable level (Fig. 4B). When the time of the potentiation in
each experiment was set at time zero, using the same criteria
as described for the experiments in Fig. 3, the potentiation
again appeared to be abrupt and step-like (Fig. 4C). These
observations support the previous set of findings and suggest
that, depending on the state of the synapse, an abrupt (within
10 s) and stable potentiation can be induced following a few
pairings. Individual synapses appear to have different ‘‘thresh-
olds’’ for potentiation because the number of pairings before

potentiation was observed ranged from 3 to 15 (i.e., from
'30–150 s after the first pairing).

Because there is a delay on the order of 20 s between
induction and expression of potentiation (Fig. 3), the results
suggest that a single pairing may be sufficient to cause poten-
tiation at a small subset of synapses. To determine if, in fact,
a single release can induce potentiation, we used large inputs
and examined the consequence of a single pairing. Consistent
with previous data (9), a significant potentiation occurred

FIG. 3. Although potentiation develops gradually when examined
with multiple synapses, it develops in a step-like fashion with a variable
latency when examined at presumed single synapses. (A) Time course
of the development of potentiation following the pairing of 10 stimuli
in experiments with a large synaptic input (A1, n 5 28) and in
experiments with minimal stimulation (A2, n 5 11). In both experi-
mental protocols the time to half maximum potentiation following the
pairing is '20 s. (B) Amplitude of individual EPSCs evoked by
minimal stimulation (B1) and 10-s averages of EPSC amplitudes for the
same experiment (B2). After pairing 10 stimuli with postsynaptic
depolarization the EPSC amplitude initially remains unchanged, but
after a latent period of around 20 s larger amplitude EPSCs are
suddenly observed. Subsequent pairing of 100 stimuli did not evoke
further potentiation. (C) The zero time of experiments similar to that
shown in the lower part of B was recalculated such that time zero
indicates the time where the transition from unpotentiated to poten-
tiated states was thought to occur (22 6 3 s after end of pairing). The
aligned data traces were then averaged (n 5 11) and show that a
step-like transition occurs from the unpotentiated to the potentiated
state. (For details of alignment procedure see text.)
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after a single pairing (not shown) and the time course of the
onset of this potentiation was similar to that observed in the
previous experiments.

DISCUSSION

Implications for LTP. The present experiments were de-
signed to allow us to focus on the events that immediately
surround the induction of potentiation at excitatory synapses
on CA1 pyramidal cells. The data we obtained are consistent
with the hypothesis that at individual synapses, activation of

NMDA receptors during postsynaptic depolarization, the con-
ditions known to be required for inducing LTP (1–3), results
in a relatively abrupt, all-or-none ‘‘digital’’ increase in synaptic
strength. For these experiments we used minimal stimulation
in which it is presumed that a single or a few synapses are
monitored. While our results are most easily explained if we
were monitoring a single synapse, the results do not depend on
this assumption. The ability to observe rapid, all-or-none
transitions in synaptic strength suggests that if we were stim-
ulating more than a single synapse, only one synapse showed
potentiation or the potentiation occurred abruptly at the same
time at all of the synapses. It might be argued that with the cell
depolarized to zero millivolt, the release of a single vesicle
during pairing will produce a saturating level of synapse
change. In such an explanation, synapse change is ‘‘all-or-
none’’ according to whether a single vesicle has been released
during the pairing. Thus the ability to generate potentiation
during the first 10 pairings would depend on whether trans-
mitter release occurred and not to differences in the threshold
for potentiation among synapses. However, because the re-
lease probability (calculated from the failure rate) was about
0.5 for all the synapses studied, including those that did not
potentiate during the first 10 pairings, it can safely be assumed
that transmitter release did occur during the 10 pairings. An
interesting question remains as to whether potentiation would
occur in an all-or-none manner under all induction conditions
and in particular whether it occurs physiologically in vivo. An
alternative approach to addressing the issue of all-or-none
potentiation would be to vary the membrane potential and
therefore the level of Ca21 in the postsynaptic spine. In
practice, however, this approach is complicated by the lack of
quantitative data on the dependence of spine Ca21 levels on
the holding potential and the difficulty of reliably controlling
the membrane potential in the range of the negative slope
conductance of the NMDA receptors.

A limitation of our study was that synaptic strength was
monitored for a relatively short period of time after the
induction of potentiation. Thus we did not confirm that we
actually induced LTP rather than an NMDA receptor-
dependent short-term potentiation (see ref. 10 for review).
However the fact that a 100 stimuli pairing protocol, which is
a strong LTP induction protocol that routinely elicits LTP, did
not cause an increase in synaptic strength when it followed a
potentiation that was first elicited by a 10 stimuli pairing
protocol (Figs. 2B1 and 3B), strongly argues that the all-or-
none potentiation does in fact occur during LTP. It is possible
that additional events, which would not show up as a change
in synaptic strength, are required to stabilize the initial po-
tentiation.

The number of pairings required to induce an essentially
all-or-none potentiation at individual synapses varied as did
the interval between the activation of NMDA receptors and
the onset of the potentiation. The apparent difference in the
‘‘threshold’’ for inducing potentiation may reflect differences
in the probability of release at individual synapses. During a
fixed number of afferent stimuli, synapses with low probability
of release would undergo fewer actual pairings than synapses
with higher probability of release. However, no correlation
between probability of release (estimated from the failure
rate) and the induction of potentiation was observed. Alter-
natively, the state of the synapse in terms of its detailed
molecular properties could strongly influence the degree of
NMDA receptor activation that is required to induce poten-
tiation as well as the time at which it occurs (11). Finally,
because we have not potentiated (and depotentiated) a given
synapse multiple times, we cannot tell whether an individual
synapse has a fixed, definite threshold and these are distributed
in value or whether all synapses are essentially identical and
there is a pronounced stochastic element to the induction of
the potentiation event. These physically different models could

FIG. 4. Potentiation is all-or-none at presumed single synapses
when induced by pairing every tenth stimuli. (A) EPSCs evoked by
stimulation of many synapses can be potentiated (53 6 2%, n 5 16)
by pairing of every tenth stimuli with postsynaptic depolarization. This
allows the simultaneous monitoring of synaptic transmission while
attempting to induce potentiation. The mean time to reach a half-
maximal potentiation measured from the first paired stimulus was
101 6 14 s. (B) The amplitude of EPSCs evoked by minimal stimu-
lation could also be potentiated by pairing every tenth stimuli with
postsynaptic depolarization. B1 graphs the amplitude of each response.
The average of nine EPSCs immediately before and after the transition
from unpotentiated to potentiated state is shown to the right. B2 shows
9-s averages of EPSC amplitude between depolarizations from the
same experiment. Following a delay of around 50 s from the beginning
of the pairing procedure larger amplitude EPSCs are suddenly ob-
served. (C) Nine second averages of EPSC amplitudes from eight
experiments (similar to the example shown in B2) were aligned at a
point where the transition from unpotentiated to potentiated states
was thought to occur (mean time from the first paired stimulus to the
transition point was 78 6 16 s). This alignment suggests that poten-
tiation occurs in a step-like all-or-none transition. (For details of
alignment procedure see text.)
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yield essentially identical results and analysis for the present
experiments.

The NMDA receptor-dependent rise of calcium concentra-
tion in the dendritic spine appears to be sufficient to trigger
potentiation (12, 13). Considerable evidence suggests that one
important function of this rise in spine calcium is to activate
calciumycalmodulin-dependent protein kinase II (CaMKII)
(14–17). The Ca21 signal evoked by activation of NMDA
receptors and required for potentiation appears to last only a
few seconds (18, 19). Because there was a delay of many sec
after the pairing to the onset of the potentiation, it is clear that
the actual potentiation occurs considerably after Ca21 has
returned to normal levels. Although the kinetics of the acti-
vation of CaMKII in the postsynaptic density has not been
determined, it seems reasonable to assume that it is consid-
erably faster than the onset of potentiation. This would suggest
that the delay between induction and expression of potentia-
tion resides in the events that occur well after the activation of
CaMKII. Whether these events entail the all-or-none up-
regulation of clusters of a-amino-3-hydroxy-5-methyl-4-
isoazolepropionate receptors (20–22) andyor the enhance-
ment of glutamate release (23, 24) remains to be firmly
established. One intriguing possibility is that the step-like
all-or-none transition from baseline synaptic transmission to a
potentiated state is mediated by a postsynaptic membrane
fusion event (25), perhaps involving the insertion of a-amino-
3-hydroxy-5-methyl-4-isoazolepropionate receptors into the
postsynaptic density.

Implications for Neural Network Models. Whereas mathe-
matical algorithms have most often invoked graded changes in
‘‘synaptic’’ strengths, it appears from our data that synaptic
memories at hippocampal CA3-CA1 are encoded in a digital
manner. What are the possible advantages for the biological
system in such all-or-none synaptic modifications? The major
problems that real biological synapses face in terms of long-
term information storage are generic to any perishable storage
medium in a noisy world. Two specific potential difficulties
may be resolved through the digital encoding of information at
synapses.

First, if long-term memory is described as residing in the
pattern of strengths of the synapses, how can a memory remain
fixed whilst the synaptic molecules reflecting the stored infor-
mation are subject to changes over time? All memory elements
that have continuous adjustability have a noise problem that
can best be described by analogy. Suppose we wish to remem-
ber a particular analog value between 0 and 1, say 0.7. We
might in concept do so by etching a line 1-mm long that can
confine a large molecule, and ‘‘writing’’ the memory by placing
a large molecule at 0.7 mm from the left-hand end. When we
want to recall the stored information at a later time, we
measure the distance from the left-hand end to the large
molecule. However, because of noise, the molecule will now
not be exactly at 0.7 mm, but perhaps at 0.65 mm. We therefore
will obtain an answer that is in error because there is no way
to know that 0.65 is not the correct answer. The root-mean-
square error increases with time such that eventually the
molecule is equally likely to be found anywhere between 0 and
1. At this point, there is no remaining information about what
was written. If information is to be stored as graded synaptic
strengths then from the above analogy we can see that there
is no way of knowing what error noise has introduced over time
and hence it becomes impossible to store information reliably
for long periods of time.

If on the other hand, the information is written in a digital
(e.g., binary) form, the same system can be used for reliable
storage of information. Suppose we agree to put the molecule
only at 0 mm or 1 mm initially, that is either at the left or the
right hand end of the line. We are thus storing one bit of
information, not an analog number. If the molecule is initially
placed at the right hand end of the line, then after a short time

noise may have moved the molecule to a new position 0.05 mm
from the right hand end. However, for short intervals of time
we can safely conclude that it is extremely unlikely that the
molecule was initially at the left end. We can thus restore the
molecule by pushing it fully back to the right hand end. In so
doing, we eliminate the effect of the noise. Thus, sufficiently
frequent repeated restoration can preserve digital information
for arbitrarily long times in a noisy environment.

The restoration process must be carried out correctly, or it
itself becomes the source of inaccuracy. For example, if a very
fine scale of digital synaptic strengths was envisioned, based
perhaps on the number of receptor molecules in the mem-
brane, restoration events would need to replace old individual
molecules with new ones on an exact 1:1 basis. The difficulty
in biology of having exact stochiometry for such a molecular
event, independent of the total number of molecules, is
exemplified by the frequent insertion and deletion errors that
occur when a normally accurate DNA polymerase is faced with
a long monotone string like GGGGGGGGGGGGGGGGGG
to copy.

Restoration can be either active (as in typical computer
RAM electronics) or passive (as in magnetic memories). In the
context of synaptic memories, our data would suggest that
restoration is achieved from the existence of only two stable
states, ‘‘potentiated’’ and ‘‘not potentiated.’’ The potentiated
state could then simply be maintained by pushing the synapse
into the state of highest efficacy. At a molecular level the
long-lasting activity of the Thr-286-autophosphorylated state
of aCaMKII, which has recently been shown to be required for
potentiation (26), could achieve this task of restoration.

The second difficulty is the problem of not storing infor-
mation under the wrong circumstances. This involves devel-
oping an appropriate threshold for deciding whether to store
the information or not. When memory is to be written by
physical signals, but also not written by somewhat similar
signals of the same modality, a sharp threshold for storage is
important. For example, in EEPROM (electrically erasable
programmable ROM) readout signals or thermal processes
must not erase or over-write a memory. High voltages are used
to write or erase information, lower voltages are used to read
it, and a sharp writing threshold prevents a confusion between
these events.

The present data suggest that there is a true all-or-none
threshold for potentiation at individual synapses. This thresh-
old presumably can only be reached with appropriate tempo-
rally correlated pre- and postsynaptic activity. Because there is
likely to be high levels of background neural activity, a sharp
threshold for potentiation is necessary if synapse modification
by irrelevant events is not to occur. The sharpness of a
threshold is determined by the degree of cooperativity, seldom
high at the single enzyme level. However, a system containing
a positive feedback loop involving many molecules in a coop-
erative fashion, has effectively infinite cooperativity, step-like
thresholds, and an all-or-none response. One system in the
postsynaptic density that could play such a role involves
CaMKII (27) for which the activation occurs in a ‘‘cooperative,
positive feedback loop’’ (28) with a sharp threshold.

Many descriptions of learning and development in models of
neurobiology rely on synapses that can make continuous or
infinitesimal adjustments. If the synapses involved, like those
studied here, can be modified only in a binary fashion, these
descriptions will need to be rethought, although some models
may be reinterpretable on a population basis. Interestingly,
there is one model of associative memory in which binary
change for excitatory synapses was invoked because it improved
behavior compared with continuously adjustable synapses
(29). It will be interesting to determine if other models of
neurobiological processes also improve with binary, rather than
analog, synaptic modifications and sharp modification thresh-
olds.
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