
(PVR2500, Perception). By tracing the dendrites in each sublamina, we obtained the
dendritic field limits. The on and off sublamina were imaged by adjusting the depth of
focus. In Figs 1 and 2, the extent of the on and off sublaminas are represented by light grey
or black outlines, respectively.

Space–time alignment
We obtained Fig. 1d and e by correlating the spatial position of the dendritic field of the DS
cell with the time response of the input currents. The position of the stimulus was known
at all points in time and could therefore be aligned with the position of the dendrites. The
horizontal scale of the figure was adjusted using the stimulus velocity such that the scale
bar represents both 300 mm and 1 s. Therefore, any vertical line through the figure would
give the position of the leading (Fig. 1d) or trailing (Fig. 1e) edge of the stimulus and the
corresponding response magnitudes. The current trace in Fig. 1e is reversed to take into
account the right-to-left stimulus movement.

Confocal reconstruction
After the whole-cell patch-clamp recordings, the retinas were fixed, permeabilized and
incubated with streptavidin-conjugated Alexa Fluor 488 conjugate to stain the
neurobiotin-filled cells. During the double patch experiments, the starburst cell pipette
additionally contained Lucifer Yellow (lithium salt, Molecular Probes), which was
recognized with a rabbit antibody against Lucifer Yellow (Chemicon International; used at
a dilution of 1:100) and visualized with a Rhodamine-Red-conjugated donkey antibody
against rabbit IgG (Jackson ImmunoResearch; used at a dilution of 1:200). Images of the
whole-mount retina were taken at two different wavelengths (488 nm for ganglion cell
morphology, 568 nm to image the starburst cell) on a Zeiss LSM 510 confocal microscope.
We determined the relative amount of co-fasciculation between recorded starburst and DS
cells by dividing the length of co-fasciculating processes by the total length of starburst
dendrites in the region of overlap.
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The rules by which neuronal activity causes long-term modifi-
cation of synapses in the central nervous system are not fully
understood. Whereas competitive or correlation-based rules
result in local modification of synapses, homeostatic modifi-
cations allow neuron-wide changes in synaptic strength, promot-
ing stability1,2. Experimental investigations of these rules at
central nervous system synapses have relied generally on
manipulating activity in populations of neurons1,3–6. Here,
we investigated the effect of suppressing excitability in single
neurons within a network of active hippocampal neurons by
overexpressing an inward-rectifier potassium channel. Reducing
activity in a neuron before synapse formation leads to a
reduction in functional synaptic inputs to that neuron; no such
reduction was observed when activity of all neurons was uni-
formly suppressed. In contrast, suppressing activity in a single
neuron after synapses are established results in a homeostatic
increase in synaptic input, which restores the activity of the
neuron to control levels. Our results highlight the differences
between global and selective suppression of activity, as well as
those between early and late manipulation of activity.

Activity is thought to play a role in the formation and modifi-
cation of neural circuits3,7. The specific manner in which activity
modifies synaptic strength remains a matter of speculation, and is
controversial even in relatively well-studied systems8–12. Two general
classes of synaptic modification have emerged as targets of con-
certed investigation. Hebbian modification has been studied at the
level of single neurons or single synapses over a timescale of
hours13,14. In contrast, homeostatic modifications have been studied
over longer timescales, but have involved uniform changes in
activity in entire networks of central neurons4,5,15. The relation
between these two rules of synaptic modification has not been
studied experimentally.

We sought to determine the consequences of chronic suppression
of activity in single neurons within an active network (Fig. 1a). To
this end, we used the inward-rectifier potassium channel Kir2.1,
which has been used to suppress excitability in mammalian superior
cervical ganglion cells and chick hair cells16,17. Overexpression of
this channel hyperpolarizes the neuron and decreases its resting
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membrane resistance. Once the spike threshold is reached, however,
the Kir2.1 current contributes negligibly to the spike waveform.
Therefore, expression of Kir2.1 causes the neuron to be less excitable
than neighbouring neurons, leading to a persistent imbalance in
activity.

We used a bicistronic construct made from coding sequences of
human Kir2.1 and enhanced green fluorescent protein (EGFP)
separated by an internal ribosome entry site (IRES) to transfect
hippocampal neurons in culture (ref. 16; Fig. 1b). To control for
nonspecific effects caused by overexpression of Kir2.1, we carried
out parallel experiments using a non-conducting mutant version of
Kir2.1 (mutKir2.1) with the pore region amino acid motif GYG
mutated to AAA. The low efficiency of transfection using the
calcium phosphate method18 allowed us to minimize interaction
between multiple inactivated cells. Neurons overexpressing Kir2.1
exhibited prominent inward-rectifying currents (Fig. 1c), and their
resting potential and input resistance were significantly below that
of control and mutant Kir2.1-expressing cells (Table 1; P , 0.01).
These differences were abolished by low concentrations (300 mM) of
extracellular Ba2þ (Fig. 1c and Table 1). In current-clamp record-
ings, larger currents were required to bring Kir2.1 neurons to
threshold (data not shown). Expression of the additional current

reached a stable level within 48 h, and was maintained for several
days (see Supplementary Information). Hippocampal networks in
dissociated culture normally maintain action-potential firing at low
rates owing to their recurrent connections and spontaneous vesicle
release. If expression of Kir2.1 leads to decreased excitability, the
average firing rates should be lower than normal. As predicted, 24 h
after transfection spike-firing rates measured using cell-attached
patch-clamp recording were significantly reduced (control,
0.51 ^ 0.19 Hz; Kir2.1, 0.08 ^ 0.06 Hz, P , 0.01, Kolmogorov–
Smirnoff test, which is used for all comparisons below).

Previous experiments have suggested that synapses can form in
the absence of activity in dissociated cultures4,19–22. In those experi-
ments, activity was blocked globally, affecting all neurons in culture.
At the vertebrate neuromuscular junction the effect of local
manipulation of activity is markedly different from that of global
manipulation23. Therefore, we wondered whether more selective
manipulation of activity might uncover mechanisms that are
invisible to uniform suppression of activity. To ensure proper
timing of suppression of excitability, we first characterized the
time course of synapse formation in our cultures by labelling active
presynaptic terminals with styryl dyes24. Functional presynaptic
terminals could be detected as early as 4 days in vitro, but a rapid
increase in the number of synapses occurred between day 6 and 10
(Fig. 1d). After day 10, the density of synapses did not increase

Figure 1 Overexpression of Kir2.1 in individual neurons depresses excitability.

a, Examination of the long-term consequences of suppressing activity in a single cell

(green) embedded in a network of active cells (black). b, Superposition of fluorescence

and transmitted light images showing the normal morphology of a pyramidal neuron

expressing Kir2.1 and EGFP. Transfection was on day 10, and images were obtained on

day 14. c, Current–voltage relationship showing that cells overexpressing Kir2.1 have

significantly larger inward-rectifying currents than mutKir2.1 or untransfected control

cells; this additional current was abolished by extracellular Ba2þ. d, Time course of

synapse formation in cultures. The number of active presynaptic terminals was measured

using the vesicle dye FM4-64, and each point is an average of at least three cells. The

continuous line is a sigmoidal function with half-maximum at about 6.5 days.

Table 1 Passive parameters

Cell treatment Resting potential (mV)* Input resistance (MQ)
.............................................................................................................................................................................

Control 265 ^ 2.1 (10) 166 ^ 11 (10)
MutKir2.1 264 ^ 0.6 (10) 216 ^ 12 (10)
Kir2.1 273 ^ 2.3 (13) 63 ^ 25 (13)
Kir2.1 þ Ba2þ 263 ^ 1.4 (13) 219 ^ 14 (13)
.............................................................................................................................................................................

The number of cells is indicated in parentheses.
*Corrected for junction potential.

Figure 2 Suppression of activity before synapse formation leads to a reduction in synaptic

input. a, Examples of recordings from neurons expressing Kir2.1 or mutKir2.1, and an

untransfected control neuron on day 14. To the left of each trace, a small segment is

shown at expanded timescale to indicate typical miniature excitatory postsynaptic

currents (mEPSCs). The top right inset shows the experimental time line with time course

of synapse formation (Syn), duration of Kir2.1 overexpression (green) and time of

recording (arrow). b, The average rate of mEPSCs in cells expressing Kir2.1 is lower than

in control or mutKir2.1 cells (P , 0.005), but the quantal amplitudes are not different.

c, Examples of action-potential-evoked EPSCs recorded from single Kir2.1 (green),

mutKir2.1 (blue) and control (black) cells. The average EPSC was significantly lower in

Kir2.1 cells than in the other two (P , 0.01). d, Superimposed images of the green

(EGFP) and red (FM4-64) fluorescence from a mutKir2.1 cell and Kir2.1 cell taken at the

same instrument settings. e, The average synapse density for Kir2.1 neurons was

significantly smaller than that of mutKir2.1 cells (P , 0.01). The average intensity of the

individual synapses (normalized), a measure of the presynaptic vesicle pool size, was

smaller for Kir2.1 neurons (P , 0.05).
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significantly. The rate of miniature excitatory postsynaptic currents
(mEPSCs) seems to undergo a similar increase and stabilization21.

To examine the effect of reducing excitability of a neuron before
synapse formation, we transfected neurons 2–5 days in vitro, when
synapse density was low. We then used whole-cell patch-clamp
recordings to measure the frequency and amplitude of a-amino-3-
hydroxy-5-methyl-4-isoxazole propionic acid (AMPA) receptor-
mediated mEPSCs on day 14 (Fig. 2). Compared with control or
mutKir2.1 neurons, Kir2.1-transfected neurons had fewer mEPSCs
(Fig. 2a, b; P , 0.005) whose average amplitude was not signifi-
cantly different (Fig. 2b and Table 2; P . 0.1). We next tested
whether the reduced rate of mEPSCs in cells transfected with Kir2.1
led to smaller evoked synaptic currents. To obtain a measure of the
total synaptic input to a single neuron, we used extracellular
stimulation to evoke action potentials synchronously in all neurons.
Evoked EPSCs were smaller on average in cells expressing Kir2.1
than in control or mutKir2.1 cells (Fig. 2c; Kir2.1, 2.50 ^ 0.64 nA;
control, 4.16 ^ 0.56 nA; mutKir2.1, 4.24 ^ 0.26 nA, P , 0.01,
n ¼ 6 each), suggesting a reduced functional input to neurons
overexpressing Kir2.1.

To determine whether the decrease in the number of functional
synaptic inputs was due to a reduction in the number of synapses,
we measured the density of active presynaptic terminals labelled
with FM4-64 (Fig. 2d). We found significantly fewer functional
presynaptic boutons terminating on Kir2.1 neurons than on mut-
Kir2.1 neurons (Fig. 2e and Table 2; P , 0.001). The functional size
of the fewer synapses made on Kir2.1 neurons, estimated from the
intensity of FM4-64 staining, was smaller than those made on
mutKir2.1 neurons (Fig. 2e and Table 2; P , 0.05). Therefore,
fewer synapses were made onto neurons with reduced excitability,
and these synapses were presumably weaker than control synapses
because of their smaller presynaptic vesicle pool.

The reduction in synaptic inputs to the Kir2.1-expressing
cells might be due to a nonspecific reduction of cell viability or
function. Several observations argue against this possibility. First,
the use of the pore mutant Kir2.1 helped us rule out effects that are
independent of the ionic conduction of the channel. Second, the
intrinsic electrical properties of transfected neurons were not altered
beyond that expected from the expression of potassium currents—
for example, action potentials were intact, and the membrane
potential and resting conductance were restored to control levels
on addition of extracellular Ba2þ. Third, the axons of transfected
neurons had normal presynaptic terminals, as judged by the
expression of vesicle-associated membrane protein (VAMP) fused
to EGFP25 (see Supplementary Information). The fourth and most
compelling argument against nonspecific effects in transfected
neurons is that we could prevent the reduction in synaptic inputs
by silencing the entire network of neurons using tetrodotoxin (TTX;
see below).

Does the reduction in synaptic inputs to the less active neuron
result from a relative reduction in activity compared with neigh-
bouring active neurons, or is it due to an absolute reduction in
activity? To distinguish between these possibilities, we blocked
sodium action potentials in the entire network using TTX for 5–9
days before recordings were done (Fig. 3a). Although the transfected

neuron will continue to have a lower resting potential than its
neighbours, none of the neurons will produce action potentials. We
found that within days of the global activity blockade, transfected
neurons regained synaptic inputs and resembled their untransfected
neighbours (Fig. 3a). The rates of mEPSCs increased uniformly
across all neurons (Fig. 3b; P , 0.001), consistent with our previous
findings that presynaptic vesicle pools are larger in TTX-treated
cultures26. The amplitudes of mEPSCs were also larger (Fig. 3b;
P , 0.01), as seen for cortical neurons5. The number of functional
presynaptic boutons terminating on Kir2.1 neurons was indistin-
guishable from those on mutKir2.1 neurons (Fig. 3c, d). Further-
more, TTX treatment increased the size of the total recycling vesicle
pool in boutons terminating on both Kir2.1 and mutKir2.1 neurons
(Fig. 3d; see also ref. 26). Although it is possible that blocking spike
activity using TTX activates an entirely different cellular pro-
gramme, these results nevertheless indicate that it is not simply
the lack of activity that results in fewer inputs to transfected
neurons. One hypothesis is that the decrease in synaptic input
observed in Kir2.1 neurons without TTX is triggered by the
difference in activity levels between different neurons.

Previous studies in dissociated cultures have found that global
block of activity using TTX leads to an increase in quantal
amplitude5, presynaptic release probability26, spontaneous release27

Figure 3 Blocking activity uniformly using TTX equalizes synaptic inputs to Kir2.1 and

control cells. a, Sample recordings from a neuron transfected with Kir2.1 and a control

neuron, both grown in TTX for 3 days. The experimental time line is shown in the top right

inset. b, The frequency of mEPSCs for cells expressing Kir2.1 and for control neurons

increase substantially after TTX treatment, but no difference was observed between Kir2.1

and control neurons in TTX (P . 0.5). Similarly, the average amplitudes of mEPSCs

increased after TTX treatment (P , 0.005), but no difference was observed between

Kir2.1 and control cells after TTX treatment (P . 0.5). c, Sample images illustrating that

cells transfected with Kir2.1 gain active presynaptic boutons after TTX treatment. d, The

density of presynaptic terminals on Kir2.1 cells was similar to those on mutKir2.1 neurons

(P . 0.5). The average presynaptic vesicle pool size was similar (P . 0.2) for Kir2.1 and

mutKir2.1 cell synapses after TTX treatment, but both had larger vesicle pools compared

with non-TTX cells (P , 0.01).

Table 2 Synaptic parameters

Cell treatment mEPSC frequency (Hz) mEPSC amplitude (pA) Synapse density (mm21) Presynaptic pool size (normalized)
...................................................................................................................................................................................................................................................................................................................................................................

Control 3.4 ^ 0.65 (21) 18.6 ^ 1.02 (21) – –
Kir2.1 (early) 1.9 ^ 0.41 (37) 16.9 ^ 1.07 (37) 0.37 ^ 0.034 (8) 0.83 ^ 0.14 (8)
Kir2.1 (early) þ Ba2þ 1.9 ^ 0.56 (9) 15.7 ^ 1.78 (9) – –
MutKir2.1 3.9 ^ 0.91 (23) 18.0 ^ 0.97 (23) 0.57 ^ 0.093 (6) 1.00 ^ 0.15 (6)
Kir2.1 (early) þ TTX 11.7 ^ 4.13 (13) 22.6 ^ 3.01 (13) 0.53 ^ 0.029 (6) 1.22 ^ 0.10 (6)
MutKir2.1 (early) þ TTX – – 0.59 ^ 0.029 (6) 1.15 ^ 0.1 (6)
Control þ TTX 12.1 ^ 3.20 (13) 22.5 ^ 2.03 (13) – –
Kir2.1 (late) 5.7 ^ 1.01 (15) 17.7 ^ 1.5 (15) 0.64 ^ 0.081 (6) 1.24 ^ 0.14 (6)
...................................................................................................................................................................................................................................................................................................................................................................

The number of cells is indicated in parentheses. Early, transfection before synapse formation; late, after synapse formation.
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and the ultrastructurally determined size of the synapse26. At the
Drosophila neuromuscular junction, overexpression of Kir2.1 in
muscle triggers a homeostatic increase in transmitter release28. We
wondered what effect silencing a single neuron would have on
established rather than developing synapses, and how this might
compare with the global blockade of activity using TTX. To
investigate this, we transfected neurons with Kir2.1 at 10 days in
vitro, when synapse number is close to steady state (Fig. 1d). We
confirmed that expression of Kir2.1 led to a reduction in the resting
membrane potential and membrane resistance. In contrast to
suppression of excitability before synapse formation, we found
that late suppression led to a significant increase in the frequency
of mEPSCs (Fig. 4a, b; P , 0.005), whereas the quantal amplitude
was not different (Fig. 4b; P . 0.1). The increased rate of mEPSCs
in cells transfected with Kir2.1 was accompanied by an increase in
the total evoked synaptic currents (Fig. 4c; Kir2.1, 1.76 ^ 0.4 nA;
control, 1.38 ^ 0.35 nA; n ¼ 6, P , 0.05), suggesting a larger
functional input to neurons overexpressing Kir2.1. The modest
increase in evoked release might be sufficient to overcome the effect
of Kir2.1, which inactivates on depolarization. The effects of the
global activity block on established synapses were larger than those
caused by Kir2.1 (Fig. 3), perhaps reflecting the stronger block of
activity by TTX compared with Kir2.1.

The number of presynaptic boutons terminating on Kir2.1
neurons was not significantly different from mutKir2.1 neurons
(Fig. 4d, e). However, the total recycling pool of vesicles was larger in
synapses terminating on Kir2.1 neurons (Fig. 4e; P , 0.01).
Although the larger vesicle pool could explain the higher frequency
of mEPSCs, we have not ruled out additional contributions from an
increase in the number of synapses with detectable AMPA cur-
rents29,30. We next tested whether the increase in functional synaptic
inputs could compensate for the decrease in intrinsic excitability of
the Kir2.1 cells, and restore normal spike activity. One day after
transfection, the spike firing rates in Kir2.1 cells were substantially
reduced (Fig. 4f). Notably, over the next 3 days, the spike-firing rate
returned to control levels (Fig. 4f; control, 0.84 ^ 0.45 Hz; Kir2.1,
0.70 ^ 0.21 Hz; n ¼ 8, P . 0.5), presumably due to a compensa-
tory increase in transmitter release. This normalization of firing rate
was not observed in neurons whose activity was suppressed
before synapse formation (mutKir2.1, 0.82 ^ 0.23 Hz; Kir2.1,
0.30 ^ 0.18 Hz; n ¼ 8, P , 0.01 measured at day 9).

Using a relatively simple and accessible model system, we have
uncovered a role for activity in the regulation of synaptic inputs to a
neuron. Silencing a neuron before synapses are formed leads to a
reduction in synaptic inputs to this less-excitable neuron, implying
that axons, when faced with a choice of active or silent neurons,
prefer to make synapses on more easily excited neurons. It remains
to be determined whether the loss of synaptic inputs is due to a lack
of synapse formation itself, or the inability to stabilize nascent
synapses. In contrast to the effect of early reduction of excitability,
we found that suppressing excitation after synapses are already in
place led to a homeostatic increase in synaptic input strength.
Although the mechanism underlying this increase might be similar
to that seen after global block of activity1,5,6,15, our experiments
establish that the homeostatic increase is cell autonomous. Also, we
find that the increase in synaptic inputs is quite precise and restores
the frequency of action potential firing to control levels; such
normalization of activity is not possible with TTX treatment.
These results complement findings at the Drosophila neuromuscular
junction, where overexpression of Kir2.1 in muscle fibres resulted in
an increase in quantal content, without changes in quantal ampli-
tude or synapse morphology28.

Our experiments indicate that decreased neuronal activity can
have multiple and widely different effects depending on the
developmental stage of neuronal networks. The experimental sys-
tem described here might enable the study of the mechanisms
underlying the differential effects of early and late suppression of
activity, as well as activity dependent, long-term synaptic plasticity
in general. A

Methods
Culture and transfection
Neonatal hippocampal neurons (P0–P2) were cultured on glia feeder layers as described
previously26. Density of neurons at time of analysis (14–15 days) was approximately 50
neurons per mm2. Cells were transfected with the bicistronic EGFP–IRES–Kir2.1
construct16 using the calcium phosphate transfection protocol18. As a control, we used
channels with mutations in the pore residues, GYG to AAA, made using the Quikchange
XL site-directed mutagenesis kit (Stratagene). The concentration of plasmid DNA was
optimized empirically to produce robust transfection in a small number of individual
neurons on each coverslip. Neurons were transfected on 2–5 days in vitro, or 10–11 days in
vitro.

Electrophysiology
Patch-clamp recordings from cultured hippocampal neurons were performed with an
Axopatch 200B amplifier. Electrodes, whose tip resistances were 4–7 MQ, contained (in
mM): 130 potassium gluconate, 10 NaCl, 1 EGTA, 0.133 CaCl2, 2 MgCl2, 10 HEPES, 3.5
MgATP, and 1 NaGTP. Extracellular perfusion medium contained (in mM): 136 NaCl, 2.5
KCl, 10 HEPES, 10 D-glucose, 2 CaCl2, and 1.3 MgCl2. Recordings were filtered at 2–5 kHz
and were acquired at 5–10 kHz. For recording mEPSCs and current–voltage relationship,
extracellular medium was supplemented with 50 mM picrotoxin and 0.5 or 1 mM TTX.
Analysis of mEPSCs was performed using the MiniAnalysis program (Synaptosoft). To
determine the effect of increased membrane permeability caused by Kir2.1 overexpression
on mEPSC frequency and amplitude, in some experiments we compared recordings made

Figure 4 Suppression of excitability after synapse formation leads to a homeostatic

increase in synaptic inputs. a, Example recordings of mEPSCs from neurons transfected

with Kir2.1 or mutKir2.1. b, The average rate of mEPSCs in cells transfected with Kir2.1

was higher than those of control or mutKir2.1 neurons (P , 0.005), but the amplitudes

were not different (P . 0.2). c, Evoked EPSCs recorded from a neuron transfected with

Kir2.1 (green) and from a control neuron (black). The average EPSC was larger in Kir2.1

neurons (P , 0.01). d, Examples showing the similarity in the number of presynaptic

boutons terminating on Kir2.1-transfected and mutKir2.1 neurons. e, The average density

of presynaptic terminals was not significantly different between mutKir2.1 neurons and

neurons expressing Kir2.1 (P . 0.5), but the intensity of individual boutons was larger for

Kir2.1 neurons (P , 0.05). f, Increase in mEPSC rate restores firing rates of Kir2.1

neurons. One day after transfection, spike frequencies were significantly lower in Kir2.1

cells compared with control cells (P , 0.01). By day 14 (4 days after transfection)

however, spike frequencies were similar in transfected and control cells (P . 0.3).

Sample recordings of spikes are shown (left).
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in the presence and absence of 300 mM extracellular Ba2þ. Current–voltage relations for
transfected and control neurons were calculated by recording whole-cell currents under
voltage clamp. Voltage steps in 10-mV increments were applied every 1 s. Evoked synaptic
currents were recorded using pipettes whose internal solution was supplemented with
QX-314 (4 mM), and in the presence of 50–100 mM picrotoxin in the extracellular medium
to isolate excitatory synapses. Brief 1-ms pulses were applied to the entire field of neurons
using platinum wires separated by about 5 mm. The applied voltage was systematically
varied for each recording until the response amplitude became saturated, indicating
reliable activation of all axons innervating the recorded neuron. Responses were measured
at a holding potential of 270 mV. To record action-potential firing, without perturbing
the intracellular environment, we used the cell-attached patch-clamp method. Pipettes
similar to those for whole-cell recordings were used, and tight seals were obtained without
break-in. Current recordings (under voltage clamp at 270 mV) allowed unambiguous
discrimination of spikes with high signal-to-noise ratios.

FM4-64 imaging
To identify functional presynaptic terminals, we labelled recycling synaptic vesicles using
10 mM FM4-64 (Molecular Probes). Neurons were depolarized for 60 s using
hyperkalaemic solution (in mM): 78.5 NaCl, 60 KCl, 10 HEPES, 10 D-glucose, 2 CaCl2, 1.3
MgCl2, 0.05 AP5 (D(-)-2-amino-5-phosphonovaleric acid), 0.005 CNQX (6-cyano-7-
nitroquinoxaline-2,3-dione), and 0.001 TTX. Coverslips were then washed in regular
extracellular medium without FM4-64 for 10 min before imaging to reduce the
background fluorescence caused by non-internalized dye binding to the cell membrane.
This protocol has been shown to provide an estimate of the total recycling pool of vesicles.
Cells were then imaged in dye-free buffer containing blockers. Earlier experiments also
included a de-staining step to release dye from vesicles, and images after de-staining were
subtracted from the initial image. As the initial fluorescence and releasable fluorescence
were strongly correlated, in most experiments we skipped the de-staining step. Image
stacks (Z steps of 1 mm, 7–10 steps) were obtained using a confocal microscope (Olympus
Fluoview attached to a BX50WI, £ 40, 0.8NA water lens). EGFP and FM4-64 signals were
acquired simultaneously using 488-nm excitation, and 510–550-nm band pass and 585
long-pass emission filters, respectively. Transmitted light images were taken separately to
identify cell bodies and processes of non-transfected neurons. We chose to measure the
density of presynaptic terminals in the proximal regions of the dendrites (about 100 mm
from the soma) as these could be identified unequivocally by the EGFP fluorescence.
Image analysis was performed in a blind manner with respect to Kir2.1 and mutKir2.1
neurons. Individual puncta were identified manually after thresholding the images using a
value that was 2 standard deviations above the background fluorescence. Analysis of
fluorescence intensities was performed with custom-written routines in the MATLAB
software environment26.

Analysis
The values for all variables reported were estimated for each cell and averaged across all
cells in each group. Errors are reported as standard error of the mean. The Kolmogorov–
Smirnoff test was used for all statistical comparisons.
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Mice1,2 and cattle3 with mutations in the myostatin (GDF8) gene
show a marked increase in body weight and muscle mass,
indicating that this new member of the TGF-b superfamily is a
negative regulator of skeletal muscle growth. Inhibition of the
myostatin gene product is predicted to increase muscle mass and
improve the disease phenotype in a variety of primary and
secondary myopathies. We tested the ability of inhibition of
myostatin in vivo to ameliorate the dystrophic phenotype in the
mdx mouse model of Duchenne muscular dystrophy (DMD)4–8.
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