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Abstract

The present Thesis deals with the dynamics and stability of pulses and spatially periodic

pulse trains in excitable media. We are mainly interested in such stability properties of

pulses that reflect the interaction between them in a periodic pulse train or in a pulse

pair. It was previously known that the character of the interaction and hence the stability

of pulse trains is mostly determined by the decay properties of the corresponding solitary

pulse. However, this simplification can be considered only under the assumption of a

large interpulse distance or, equivalently, a weak interaction. The aim of the Thesis is

to describe the stability and dynamics of pulses and pulse trains in the domain where

the interaction cannot be considered to be weak.

We analyze two qualitatively different types of solitary pulses. The first one has a

with monotonous decay behind the high-amplitude pulse head and the second one decays

in an oscillatory manner.

We show that oscillatory decay is typical for excitation pulses close to the transition

to the regime of phase waves. This transition occurs near a supercritical Hopf bifurcation

in the kinetics of the excitable medium. The presence of the tail oscillations leads to

a qualitatively new type of the wave interaction, namely to the coexistence of pulse

trains of the same wavelength and different velocities. This coexistence is reflected by

the bistable domains in the dispersion curve of pulse trains. A large part of the Thesis

results deals with the the stability of waves in such bistable domains.

The transition from trigger to phase waves is studied in a more general context. We

find several stages of the transition, which include the emergence of the above mentioned

tail oscillations, first undamped and then damped. In the same time the dispersion curve

of periodic trigger pulse trains becomes wiggly. The transition is completed by a collision

of dispersion curves of trigger and phase waves. We support our studies by numerical

simulations of the transition between phase and trigger waves.

We also studied the pulses with monotonous tails under influence of non-local cou-

pling. Non-local coupling represents long-range connections between elements of the

medium, the connection strength decays exponentially with the distance. The presence

of non-local coupling lead to the bifurcation to bound states of pulses (or pulse pairs).



This can be understood as an interplay between the short-range inhibition and the long-

range activation, whereas the activation is provided by non-local coupling. We show

that the bifurcation to bound states is model-independent and comment on the stability

of the bifurcating waves as well.



Zusammenfassung

Die vorliegende Dissertation handelt von der Dynamik und Stabilität von Pulsen und

Pulsfolgen in erregbaren Medien. Hauptsächlich sind wir daran interessiert, solche Sta-

bilitätseigenschaften zu beschreiben, die der Wechselwirkung zwischen Pulsen innerhalb

einer Pulsfolge oder eines Pulspaares entsprechen. Es ist bekannt, dass die Wechsel-

wirkung der Pulse in einer Pulsfolge meistens von den Ausläufern des entsprechenden

Einzelpulses stark abhängig ist. Diese Vereinfachung ist aber nur unter der Annahme

der grossen Abstände zwischen den Pulsen (d.h. schwacher Wechselwirkung) gultig. Die

Aufgabe dieser Disssertation besteht darin, die Stabilität und die Wechselwirkung von

Pulsen ohne die obige Einschränkung zu beschreiben.

Zwei qualitativ verschiedene Pulsetypen werden untersucht. Bei dem ersten hat der

Einzelpuls einen monotonen Ausläufer, wobei der zweite Typ kleinamplitudige Oszilla-

tionen im Ausläufer besitzt.

Wir zeigen, dass Pulse mit oszillatorischen Ausläufern typischerweise in der Nähe des

Übergangsbereiches zwischen Trigger- und Phasenwellen existieren. Der obige Übergang

findet nahe bei der supekritischen Hopf Bifurkation in der Kinetik des erregbaren Sys-

tems statt. Die Oszillationen im Ausläufer können zu einer qualitativ neuen Wechsel-

wirkungsart führen, und zwar zur Koexistenz von Pulsfolgen mit einer Wellenlänge und

unterschiedlichen Ausbreitungsgeschwindigkeiten. Diese Koexistenz wird durch bistabile

Bereiche in der Dispersionskurve von räumlich periodischen Pulsfolgen wiederspiegelt.

Ein grosser Teil der Dissertation befasst sich mit der Untersuchung der Stabilität der

Pulsfolgen in den bistabilen Bereichen der Dispersionskurve.

Der Übergang zwischen Phasen- und Triggerwellen wird in einem allgemeineren

Zusammenhang untersucht. Wir finden mehrere Stufen dieses Überganges, nämlich die

Enstehung von den kleinamplitudigen Oszillationen im Ausläufer des Enzelpulses, erst

gedämft dann ungedämft. Demzufolge zeigen periodische Pulsfolgen eine oszillierende

Abhängigkeit der Ausbreitungsgeschwindigkeit von der Wellenlänge. Der Übergang wird

durch eine Kollision der Dispersionkurven von Phasen- und Triggerwellen abgeschlossen.

In unsere Betrachtung des Überganges beziehen wir zahlreiche Stabilitätsuntersuchungen



mit ein.

Pulse mit monotonen Ausläufern unter dem Einfluss von nicht-lokaler Kopplung

werden auch untersucht. Nicht-lokale Kopplung stellt langweitreichende Verbindungen

zwischen den einzelnen Elementen des Mediums dar, wobei die Verbindugsstärke expo-

nentiell mit dem Abstand abklingt. Nicht-lokale Kopplung führt zur Bifurkation von

gebundenen Pulsen (oder äquivalent Pulspaaren). Dies lässt sich als Wechselspiel zwis-

chen kurzweitreichender Inhibition und langweichreichender Aktivierung durch nicht-

lokale Kopplung interpretieren. Dazu zeigen wir, dass die Enstehung von Pulspaaren

modelunabhängig ist. Die Stabilität der verzweigenden Wellen wird auch untersucht.
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Chapter 1

Introduction

1.1 Overview of nonlinear wave phenomena

In 2002, a short article about the Mexican wave (or La Ola) was published by Nature [1].

The name of the phenomenon originates from the 1986 World Football Cup in Mexico.

The Mexican wave represents a surge of people, rapidly rising from their seats; the wave

propagates through the rows of audience in a stadium at an average speed 12 metres (or

20 seats) per second. Usually, one needs no more than a few dozens of people to ignite

such a wave. This wave is essentially nonlinear, i.e. two Mexican waves do not interfere

and cannot run through each other, which can be easily seen from the unwillingness of the

participators to get up again immediately after the first wave. A quantitative treatment

for this phenomenon was developed, and this treatment could accurately reproduce the

details of the wave activity. On the homepage of the project1 one can start an interactive

simulation of the Mexican wave and play with the parameters, which are responsible for

the propagation of the wave.

The apparent simplicity of the Mexican wave assumes a simple model, which can

describe the phenomenon qualitatively. The audience, or the medium, consists of the

individuals which need to be connected somehow in order to provide the wave propa-

gation. Since the wave can propagate in both directions (clock-wise as well as counter

clock-wise) around the football field, we can assume that the connection between the

viewers is symmetric with respect to the left and right. A short consideration shows that

the connection between the viewers is of the diffusional type: it means that the difference

1http://angel.elte.hu/wave/

3
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Figure 1.1: Mexican Wave, Copyright: Walter Späth, http://photopage.de

between the own state and the states around is important. Small perturbations of the

homogeneous background of sitting (standing) people in the form of a lonely standing

(sitting) spectator tend to vanish.

The momentary status of a given viewer can be modeled by three qualitatively dif-

ferent states:

1. Excitable, or inactive state. In this state the spectator sits quiescently (also possibly

after the previous wave) and is ready to get up. Upon seeing a number of rapidly

rising neighbors, the spectator stands up as well and thus passes into the

2. Excited or active state. In this state the spectator can in turn to pass her/his

excitation further, making the next people stand up.

3. After a pretty short period of the active state, the spectator sits down, and remains

refracter for some time. Typically, people do not like to get up every second, so

we have to wait some certain time before trying to ignite the next wave. The

characteristic time that the spectator needs to take a breath is called the refractory

period of the medium.

From this scheme we can deduce that the possible quantitative description of the current

state must involve at least two variables, one of which has to be slow in order to account

for the refractory period. One can consider the slow variable as the representation of

the memory effect of the spectator.
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The authors of the article stress that the emergence and propagation of the Mexican

wave perfectly fits in the more general theory of the so-called excitable media, which

describes nonlinear phenomena in many physical, chemical and biological systems [2, 3].

We would like to note that the term “excitable” is perhaps the most telling description

of the Mexican wave phenomenon, since the audience in a football match is typically

very emotional.

Plenty of interest in the phenomenon of excitability was triggered in the fifties of the

twentieth century by the discovery of the famous auto-catalytic Belousov-Zhabotinsky

reaction [4]. This reaction was first discovered to be oscillatory, i.e. the result of the

reaction was the establishment of temporally periodic concentrations of the reagents.

Sometimes the reaction is referred to as “chemical clocks”. Under a certain choice of

the chemical parameters, the homogeneous stationary state can be stable; however, the

reaction can respond to small perturbations with a burst of activity, this is exactly what

one referrers to as excitability. The small perturbation can come, for instance, from the

neighborhood of a given point through the diffusive flow of the reagents in the case if

the solution is not stirred so that the gradients of concentrations can appear.

The Belousov-Zhabotinsky reaction has proven to be an excellent experimental model

for studies of waves in reaction-diffusion systems. There are a number of particular ver-

sions of the reaction, the most important element of them is the presence of an acid and

bromine. Usually, the experiments with the reaction are carried out either in a Petri dish

or in the so-called open reactors, where it is possibly to keep the concentration of the

reagents on the appropriate level. The reaction occurs under common laboratory condi-

tions. The solution has different color and transparency depending on the concentration

of the oxidized form of the catalyst. Typical timescales of the reaction can vary from

a few dozens of second to several minutes and typical wavelengths of the patterns are

several millimeters, which advantageously distinguishes this reaction from the Mexican

wave in connection to the experiments and observations. The more recent versions of

the Belousov-Zhabotinsky use photo-sensitive reagents, which make possible to control

the reaction by means of light. A typical experimental set-up is thus pretty simple and

consist of an open reaction together with a video camera and a beamer or a compa-

rable device which can throw a given light pattern upon the medium. Characteristic

wave patterns in the Belousov-Zhabotinsky reaction include solitary waves, wave trains,

two-dimensional target patterns, spiral waves and scroll waves in three dimensions.
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Figure 1.2: Left panel: A photograph of the Belousov-Zhabotinsky. Right panel: variety

of patterns in the Belousov-Zhabotinsky reaction.

One of the first and most eminent contribution to the role of reaction-diffusion sys-

tem in biology was made by Alan Turing [5]. He proved that a spatially homogeneous

distribution of certain chemical substances, called morphogens, can become unstable due

to the presence of diffusive coupling. This instability may lead to development of spatial

structures and patterns, which include both standing and propagating waves. It was

suggested that stationary waves in two dimensions can account for phyllotaxis (arrange-

ment of leaves on the shoot of a plant) and can provide various stripe, circular and spot

patterns of zebras, leopards, certain fishes and many other animals. In three spatial

dimensions, the instability of a spherically symmetrical zygote can break the symmetry

and lead to principally new forms of the growing organism. However, the stationary

patterns predicted by Turing were experimentally observed in a chemical reaction only

in 1990 [6]. The instability, which lead to the appearance of standing waves is now

referred to as the Turing instability.

Another important example of non-linear phenomena is represented by calcium waves

in living cells [7], which are believed to be one of the major signaling mechanisms. One

distinguishes between four types of those: ultrafast, fast, slow and ultraslow calcium

waves. The propagation of the fast calcium waves was found to be provided by the

reaction-diffusion nature of the underlying processes. Again, a rich variety of dynamical

behavior is reported, including the mentioned above spiral waves, which were found both

in experiments and numerical simulations with the derived models. Recently, the role of
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fluctuations in the calcium dynamics was demonstrated to be fundamental due to the

relatively small number of interacting elements.

The propagation of neural activity was also found to be of reaction-diffusion type.

Pulses of such activity in the axons of giant squids [8] were successfully modeled by a set

of non-linear ordinary differential equations, which can be coupled diffusively in order

to get a one-dimensional model of the axon. In this case, the equations describe the

currents and potentials across the cell membrane rather then concentration of chemical

species from the above examples. A simplification of the Hodgkin-Huxley model lead to

the two-component FitzHugh-Nagumo system [9, 10], which is considered as the most

generic model for excitable medium and is capable to reproduce a plethora of non-linear

wave phenomena.

Maybe the most important application of the theoretical studies of non-linear waves

in excitable systems is the problem of ventricular fibrillation. This pathological mal-

function of heart causes several hundred thousands deaths annualy in the USA only.

In [11] it was proposed that ventricular fibrillation can be caused by multiple wave

segments that propagate chaotically in the heart muscle. If the refractory period be-

tween two waves becomes shorter than the normal refractory period of healthy heart,

the cells fail to respond. The initial model of the heart tissue was based on the cellular

automata model, whereas in the meantime it is possible to study the problem using

realistic reaction-diffusion heart models [12].

We would like to recall some recent theoretical and mathematical results on the wave

propagation in reaction-diffusion systems. The most common tool to analyze the prop-

agation of waves is the bifurcation theory for non-linear ordinary and partial differential

equations. Considering one-dimensional systems, it is often possible to reduce the prob-

lem to the level of ordinary differential equation instead of solving the original PDE.

The bifurcation theory for non-linear ODE (see [13] and numearous references within)

insures that many wave phenomena in different systems can be classified in a relatively

small number of known bifurcations. This often allows to make generic statements about

the behavior of waves in dependence on the change of parameters of the system. We

would like to mention a nice review on the theory of stability of travelling waves [14],

which can be seen as the first reading suggestion for the recent results on the field.
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L +ΔL0L -ΔL0L0

c0

Figure 1.3: Kinematic approach to dispersion and pulse interaction in a pulse train, see

text.

1.2 Statement of the problem

The central problem that the present Thesis deals with is the dynamics and stability of

non-linear waves in excitable media.

Unlike classical waves (for instance, electromagnetic waves), non-linear waves can

propagate either alone in form of solitary pulses or form pulse trains. In the latter case

the velocity of pulses depends on the interpulse distance. In the case of spatially periodic

pulse trains, all interpulse distances are equal and hence, typically, all pulses in the pulse

train propagate at the same velocity. The so-called (nonlinear) dispersion relates the

velocity of pulse train c with the interpulse distance L

c = c(L).

It is widely believed that the slope of the dispersion d
dLc(L) determines the stability

of the pulse train and the interaction between the pulses. Indeed, for the case of large

interpulse distances L → ∞, the interaction between the pulses is weak and mutual

influence of pulses is reduced to small velocity corrections. The reason for this is that

the pulses are strongly (actually, exponentially) localized in the space and can be thought

of as particles, whose velocity depends only on the distance to the next one.

In order to illustrate this approach, which is often called kinematic approach [15],

suppose for a moment that we have a pulse train of interpulse distance L0 and velocity c0.

Suppose further that d
dLc(L0) > 0. Now let us virtually shift one of the pulses in the

pulse train by ∆L and look what happens in this case. The effective interpulse distance
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in front of the shifted pulse increases L0 + ∆L > L0. As a result, the velocity of the

shifted pulse becomes larger, since d
dLc(L0) > 0, which compensates the shift. So the

perturbation in the form of shifting of individual pulses would decay with the time. It

means in turn that a positive slope of the dispersion curve c = c(L) corresponds to

the stability of the pulse train with respect to the perturbation in a form of shifting of

individual pulses.

The positive slope of dispersion implies also the repulsive interaction of two pulses

under the assumption that the distance between two pulses is large. The first pulse in

a pulse pair “sees” no pulse in front of it and hence propagates at the velocity of the

solitary pulse. The second pulse is however always slower than the first one since there

is always a finite distance to the first one. In this case one speaks about a repulsive

interaction of pulses in a pulse pair.

The case of negative slope of the dispersion d
dLc(L0) < 0 delivers a quite opposite

result: the pulse train turns out to be unstable, since the shifted pulse becomes slower

upon increase of the interpulse distance in front of it. Perturbations in the form of shifting

of individual pulses do not decay. The periodicity of the pulse train tends to break up,

whereas pairs of pulses are formed. Analogously, negative slope of the dispersion can

lead to an attractive interaction between solitary pulses and to the formation of pulse

pairs.

Suppose now that the slope of dispersion c(L) changes the sign in dependence on L.

This would mean that spatially periodic pulse trains can be either stable or unstable

depending on the interpulse distance. The interaction between solitary pulses, either

attractive or repulsive, would also depend on L.

The recent mathematical studies on the stability of pulse trains with large wave-

lengths [16, 17] rigorously prove the intuitive considerations above. The following impor-

tant result was proven: the stability properties of a given pulse train can be unambigu-

ously read off from the exponential tails of the corresponding solitary pulse. However,

this result is applicable again only for large L.

The plethora of pulse interaction patterns was experimentally found in many physi-

cal, biological and chemical systems, see for example [18, 19, 20, 21, 22, 23, 24] (we will

give more specific references in the following chapters). However, in many real experi-

mental situations the interaction of pulses is not weak, in contrast the interaction can

even be so strong that it can lead to merging of pulses or propagation failure. Thus
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there is a clear need for the comprehensive study of pulse propagation, which can be

conducted without the assumption on the large interpulse distance.

The aim of the Thesis is to describe the dynamics and stability of pulses and pulse

trains in the domain of wavelengths where kinematic theory is not applicable and the

interaction cannot be considered as weak. This means that we cannot reduce the problem

of interaction to the “particle” level, i.e. we have to solve the existence and stability

problems with respect to the whole underlying partial differential equation. We use

the results of the large wavelength limit in order to check the numerous computational

methods and compare our numerical results with the analytically known expressions for

L→∞.

More specifically, the results of the thesis can be classified in two cases, depending

on the decay properties of the solitary pulse. In the first case, the solitary pulse has an

oscillating decay, which gives rise to complicated dynamics of both solitary and periodic

waves. The oscillatory wake is provided by the complex-conjugate eigenvalues of the

linearization in the rest state in the profile equation. We report on the bistable dispersion

curve for periodic wave trains and discuss the stability of the corresponding waves.

Moreover, we found that the aforementioned emergence of small amplitude oscillations

occurs close to the transition between trigger and phase waves. We extensively describe

the bifurcation scenario of this transition and present numerous results on their stability.

The second case is presented by pulses with monotonous decay, which propagate

in an excitable medium subjected to non-local coupling. This type of coupling can be

reformulated in terms of an additional reaction-diffusion equation, which is coupled to

the original system. The presence of non-local coupling affects the decay properties of

monotonous wake behind the pulse and makes possible the emergence of bound states

(or pulse pairs). For this case, we show that the emergence of bound states is model-

independent and is provided only by the exponentially decaying coupling kernel. We

discuss the stability of the corresponding pulse trains and bound states in details.

1.3 Grasshopper’s guide to the Thesis

This thesis consists of the introduction, four chapters and conclusion.

1. The first chapter is the Introduction.

2. The second chapter can be divided in two unequal parts. In the first part we will
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give a brief introduction to reaction-diffusion systems. Excitable and oscillatory

media will be considered in more detail. We will introduce the modified Orego-

nator model, which was originally derived to describe the light-sensitive Belousov-

Zhabotinsky reaction. We will also show that the Oregonator model is capable to

reproduce two main types of the local dynamics, namely, excitable and oscillatory,

which allows us to use it for the study of different wave types. Then we will proceed

to the coherent structures approach, which makes possible to reduce the problem

from the level of partial differential equations to ordinary differential equations,

that describe the profile of the wave. In particular, we will be interested in solitary

waves and the accompanying periodic wave trains with large spatial period. Such

waves correspond to the so-called homoclinic and periodic orbits with large period

in the profile equation. With the known profile and velocity of the wave, we will

turn to the question of its stability. The description of the stability theory for

different wave types and boundary conditions completes the second chapter.

3. In the third chapter, we discuss the bistability of periodic wave trains due to

anomalous oscillatory dispersion, which is distinguished by the presence of bistable

domains. In such domains alternative stable pulse trains with the same wavelength

and different velocities coexist. We present a detailed study of the stability of the

coexisting pulse trains in the bistable domains. The phenomenon of bistability is

found to be provided by the oscillatory recovery of excitations which causes small

amplitude oscillations in the refractory tail of pulses. Crucial for the bistability is

that the pulses in the trains are locked into one oscillation maximum in the tail of

the preceding pulse in the train. It is found that such regime is typical for excitable

media close to the transition to oscillatory local dynamics through a supercritical

Hopf bifurcation, followed by a canard explosion of the limit cycle. This fact

connects the phenomenon of bistability with the transition between trigger and

phase waves.

4. In the fourth chapter, we will present new results on the transition between trigger

and phase waves, which represent the “natural” waves for excitable and oscillatory

kinetics, respectively. In many system the local dynamics can be switched between

oscillatory and excitable with a single parameter. For example, the light-sensitive

Belousov-Zhabotinsky reaction demonstrate oscillatory kinetics for low intensity

of the applied light and excitable kinetics for high values of the light intensity. In
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this section, we consider the Oregonator model as the representative example of

the systems with both types of kinetics. Trigger and phase waves are thoroughly

studied close to and in the transition region. It turns out that both types of waves

are connected in the small-wavelength region and we can precisely define the point

where the transition between them takes place. The central object of our analysis

in this chapter is homoclinic orbits and accompanying periodic orbits close to a

codimension-2 Shilnikov-Hopf bifurcation. The presence of small-amplitude oscil-

lations in the wake of the pulse close to the Shilnikov-Hopf bifurcation is reflected

in a wiggly dispersion curve. We support our analysis of the transition by the sta-

bility studies of both types of waves and numerical simulation of the destruction

of the waves due to the switching of the parameter through the boundary.

5. The fifth chapter is devoted to the effect of non-local (or long-range) coupling on

the propagation of solitary pulses and periodic wave trains in purely excitable me-

dia. This coupling represents long-range connections between the elements of the

medium; the connection strength decays exponentially with the distance. Without

coupling, pulses interact only repulsively and bound states with two or more pulses

propagating at the same velocity are impossible. Upon switching on non-local cou-

pling, pulses begin to interact attractively and form bound states. First we present

numerical results on the emergence of bound states in the excitable Oregonator

model for the photosensitive Belousov-Zhabotinsky reaction with non-local cou-

pling. Then we show that the appearance of bound states is provided solely by

the exponential decay of non-local coupling and thus can be found in a wide class

of excitable systems, regardless of the particular kinetics. The theoretical expla-

nation of the emergence of bound states is based on the bifurcation analysis of

the profile equations that describe the spatial shape of pulses. The central object

is a codimension-4 homoclinic orbit which exists for zero coupling strength. The

emergence of bound states is described by the bifurcation to 2-homoclinic solutions

from the codimension-4 homoclinic orbit upon switching on non-local coupling.

6. In the last section, we make the conclusions to the results of the work and suggest

possible directions for the further studies.



Chapter 2

Nonlinear waves in

reaction-diffusion systems

2.1 Reaction-diffusion systems

As we have already mentioned in the introduction, the main motivation for the so-

called reaction-diffusion systems came from the discovery of the oscillating Belousov-

Zhabotinsky reaction in the fifties of the twentieth century. However, already in 1920

Lotka suggested that the following hypothetical chemical autocatalytic reactions

A+X → 2X,

X + Y → 2Y,

Y → P

(2.1)

can lead to the emergence of temporal oscillations of the concentration of reagents X

and Y [25]. Nevertheless, the oscillations in the system given by (2.1) are not limit

cycle oscillation. In contrast, the oscillatory regime is sensitive to the initial conditions

and starting the reaction from different concentrations of X and Y leads to different

temporal evolutions of the reaction.

In the beginning of the seventies, another chemical reaction was proposed in Brussels

A→ X,

B +X → Y +D,

2X + Y → 3X,

X → E,

(2.2)

13
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which allowed for the limit cycle behavior [26, 27, 28]. This “Brusselator” reaction was

shown to exhibit complex spatial and temporal structures in a good comparison to the

experiments.

2.1.1 Oregonator model for BZ reaction

In 1972, Field with co-authors came up with a new and relatively simple explanation

of the Belousov-Zhabotinsky (BZ) reaction, which is believed to include more than 20

intermediate steps [29, 25]. The main idea was to understand that there are two inde-

pendent processes A and B that can occur in the solution, depending on the bromide

ion concentration. Above a critical concentration, the process A dominates, otherwise

the dominant process is B. Oscillations are possible due to the fact that the process A

consumes the bromide ion and the process B produces it.

The Field-Körös-Noyes (FKN) mechanism of the Belousov-Zhabotinsky reaction is

given by

A+ Y 
 X,

X + Y 
 P,

B +X 
 2X + Z,

2X 
 Q,

Z 
 fY.

(2.3)

The double-arrows denote the reversibility of the reactions and f is the stoichiometric

factor, which must be determined to provide a zero net production of X,Y and Z. Here,

the identities are

X ≡ HBrO2,

Y ≡ Br−,

Z ≡ Ce(IV ),

A ≡ B ≡ BrO−3 .

(2.4)

By the law of mass action (see Appendix) and appropriate rescaling of the variables,

one obtains the following three equations for dimensionless variables α ∝ X, η ∝ Y and
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ρ ∝ Z:

α̇ = s(η − ηα+ α− qα2),

η̇ = s−1(−η − ηα+ fρ),

ρ̇ = w(α− ρ).

(2.5)

The parameters s, w and q are determined from the rates of the reactions, see [29, 25].

Krug et al. introduced in [30] the modified Oregonator model, which describes the

light sensitivity of the Belousov-Zhabotinsky reaction. For this purpose, the reaction

scheme (2.3) was extended by a simple reaction, corresponding to the light-induced

bromide flow
Φ−→ Y,

which leads to the modified three-component Oregonator model, given by

εẋ = x(1− x) + y(q − x),

ε′ẏ = φ+ fz − y(q + x),

ż = x− z.

(2.6)

The parameter φ accounts for the light intensity. The following parameter values were

suggested: q = 2× 10−3, f = 2.1, ε = 0.05, ε′ = ε/8. With this set of parameters, it was

found that for φ = 1.762 × 10−3 the stable equilibrium in Eq. (2.6) undergoes a Hopf

bifurcation, thus giving access to both excitable (monostable) and oscillatory reaction

kinetics upon variation of the parameter φ near the bifurcation value.

Often, one can exploit the smallness of the parameter ε′ and set the left-hand side

of the second equation in Eq. (2.6) equal zero. In this case the model can be further

reduced to the so-called two-component version of Oregonator, which reads

u̇ =
1
ε

[
u− u2 − (fv + φ)

u− q

u+ q

]
,

v̇ = u− v.

(2.7)

We would like to mention that Eq. (2.7) is qualitatively similar to the FitzHugh-Nagumo

equation [9, 10], which describes the propagation of the action potential in the squid

axons.

For spatially extended Belousov-Zhabotinsky reaction we must account for diffusion:

∂tu =
1
ε

[
u− u2 − (fv + φ)

u− q

u+ q

]
+D∆u,

∂tv = u− v.

(2.8)
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The u variable is supposed to diffuse, whereas the catalyst v is often immobilized in a

gel matrix. Since there is only one diffusive variable, we can always rescale the space

and set the diffusive coefficient D = 1. Eq. (2.8) represents a typical reaction-diffusion

system, which can be generalized for the case of N species as

∂tu = f(u; p) +D∆u, u ∈ RN , p ∈ RP . (2.9)

Here, f(u; p) denotes the non-linear local dynamics (or, equivalently, kinetics), which

can be controlled by P parameters p. The matrix D = diag(dj), j = 1, . . . , N with

non-negative entries describes the local diffusive coupling between the elements of the

medium.

2.1.2 Excitable and oscillatory Oregonator kinetics

The Oregonator kinetics

u̇ = F (u, v) :=
1
ε

[
u− u2 − (fv + φ)

u− q

u+ q

]
,

v̇ = G(u, v) := u− v

(2.10)

belongs to the wide class of activator-inhibitor models with two well-separated time

scales (ε is assumed to be small) and a typical “s”-shaped nullcline = 0. The Oregonator

kinetics (2.10) has only one fixpoint, which can be either stable or unstable, which

roughly corresponds to the excitable and oscillatory kinetics, respectively.

In what follows we discuss two types of the Oregonator kinetics (excitable and oscil-

latory) in more detail. We fix the following parameters values

ε−1 = 20, f = 2.1, q = 0.002.

Excitable kinetics is distinguished by the stability of the fixed point, which is given

by the intersection of both nullclines. The linear stability of the equilibrium implies that

small perturbations decay. However, introducing a supra-threshold perturbation, it is

possible to get a large-amplitude response from the excitable system.

A typical large-amplitude response is qualitatively depicted in Fig. 2.1 (a). There

are four phases of the excitation excursion in the phase space of the excitable system:
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Figure 2.1: (a) Nullclines of an excitable system in logarithmic scale. The red (green) line

represents the F (u, v) = 0 (G(u, v) = 0) nullcline, respectively. The blue arrow denotes a

supra-threshold perturbation which is needed to trigger an excitation. The black curve

qualitatively represents the excitation excursion. (b) Limit cycles in the Oregonator

kinetics (blue lines). The red (green) line represents the F (u, v) = 0 (G(u, v) = 0)

nullcline, respectively. Note that their intersection is very close to one of the extrema

of the red F (u, v) = 0 nullcline. This plot is in logarithmic scale in both u and v. The

smallest limit cycle corresponds to φ = 1.0× 10−3, the largest to φ = 7.0× 10−4 and the

middle to φ = 8.3× 10−4.
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1. Usually, one needs to perturb the variable u about the middle branch of the null-

cline F (u, v) = 0 in order to get an excitation. After the perturbation, the phase

trajectory rapidly jumps to the right branch of the F (u, v) = 0 nullcline (part I in

Fig. 2.1 (a)).

2. After that, the trajectory slowly moves along the nullcline up to its extremum

(part II in Fig. 2.1 (a)).

3. At the maximum of the nullcline the trajectory jumps rapidly to another branch

of the nullcline again (part III in Fig. 2.1 (a)).

4. Then the phase point slowly relaxes to the stable equilibrium (part IV in Fig. 2.1

(a)). It is impossible to trigger a new excitation before the system is sufficiently

close to the equilibrium.

The separation between the fast parts (I and III) and slow parts (II and IV ) of the

excursion is provided by the small parameter ε.

Oscillatory kinetics The stable fixed point can undergo a supercritical Hopf bifurca-

tion at some value of the parameter φhb = 1.04×10−3. Under further decrease of φ the

stable limit cycle passes through a so-called canard explosion at φc and its size rapidly

grows up. In Fig. 2.1 (b) we present different limit cycles at different values of the

parameter φ. A detailed theoretical analysis of the canard behavior and its relation to

the excitability properties of the spatially extended system can be found in [31].

2.2 Profile equations

For some simple reaction-diffusion systems it is possible to analyze propagation of waves

considering only the kinetics of the system. For example, in [32] the authors calculated

the velocity of waves projecting the dynamics of the PDE on the phase space of a single

excitable element. The main idea was to calculate the velocities of the front and back of

the wave in dependence on the slow variable and find the conditions, under which both

velocities are equal. However, under many circumstances we can not just “forget” about

the diffusive coupling and treat the problem only from the viewpoint of the kinetics.

In what follows we present an approach which allows to reduce the reaction-diffusion

system from PDE to an ODE, which describes the profile of the wave. The only as-
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sumption that we need is that the wave propagates at a constant velocity and without

changing its profile. We will obtain equations, in which the evolution variable is rep-

resented by the spatial coordinate, giving the profile as a function of space. Thus the

stability of the solutions of the profile equation are irrelevant for the stability of the wave

with respect to the full PDE.

2.2.1 Co-moving frame approach

Suppose that we have a reaction-diffusion equation with N species U and kinetics F

∂tU = F (U) +D∂xxU, (2.11)

with a diffusion matrix D = diag(dj), j = 1, . . . , N with non-negative entries. In a

moving frame z = x− Ct with velocity C we have to transform

U(x, t) → U(x− Ct, t) = U(z, t),

and Eq. (2.11) reads

∂tU = F (U) + C ∂zU +D∂zzU. (2.12)

We make now an assumption that will be very important for our whole considerations

later or. We interested only in those solutions U(z, t) to Eq. (2.12) that propagate with

a certain velocity C = c without changing their profile. It means that in Eq. (2.12) with

C = c they are stationary solutions, i.e. ∂tU = 0. They thus obey the following ODE

F (U) + cU ′′ +DU ′′ = 0, (2.13)

where the prime denotes a derivative with respect to the moving coordinate z.

We obtained an ordinary differential equation (2.13) which governs the spatial profile

of the solution U(z). We cast this profile equation as a system of first-oder ODE. For

those components Ui of U that diffuse we have

diU
′′
i + cU ′i + Fi(U) = 0,

which leads to two first-order equations

U ′i = V ′i ,

V ′i = −d−1
i (cVi + Fi(U)).
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For those species Ui that do not diffuse (di = 0), the equation reads

U ′i = −c−1Fi(U).

We obtain a set of k,N ≤ k ≤ 2N ordinary differential equations of first order.

Often it is more advantageous to assume that all N species diffuse, but some of the

diffusional constants dj are vanishingly small. In this case the structure of the first-

order ODE system is more regular, which simplifies analytical manipulations with the

equations and implementation of numerical methods. For the sake of simplicity, we write

the system of the profile equation as

u′ = f(u; c), u ∈ R2N ,

where f(u; c) is accordingly adapted right hand-sides of the equations above. We empha-

size that the dependence of the function f(u; c) on the velocity c is essential: We have

to tune the parameter of nonlinearity in order to obtain the correct solution. Physically

that means that for a given reaction-diffusion system the wave typically propagates at

a certain velocity c. Upon changing parameters of the reaction-diffusion system, for

instance, the diffusion coefficients, the propagation velocity c changes as well. From

the viewpoint of dynamical systems, the solutions of the profile equation are usually of

codimension-1.

2.2.2 Some examples of travelling waves

Homogeneous states are the simplest class of the solutions to the profile equation.

Their existence just follows from the fact that every equilibrium of the kinetics is an

equilibrium in the profile equation (2.13) for every velocity c.

Periodic wave trains of wavelength L are represented by limit cycles of period L in

the profile equation. Here, the dependence on the velocity c is essential. In fact, we have

the following boundary-value problem

F (U) + cU ′′ +DU ′′ = 0, 0 < z < L,

U(L) = U(0),
(2.14)

solutions of which depend, of course, on the velocity c, which plays the role of the

parameter to be solved for in order to fulfill the boundary conditions. We can also
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consider the first-order formulation, using the rescaled variable ζ = z/L, we obtain then

∂ζu = Lf(u; c), u ∈ R2N , 0 < ζ < 1,

u(1) = u(0)
(2.15)

where the prime denotes a derivative with respect to ζ. Usually we expect that periodic

wave trains come in families, depending on the wavelength L, we denote the correspond-

ing dependence of the velocity on the wavelength

c = c(L)

as the nonlinear dispersion relation for spatially periodic wave trains. It turns out that

the slope of the dispersion curve
d

dL
c(L)

is of certain importance for their stability properties and interaction between waves in

a wave train.

Solitary pulses and bound states are represented by homoclinic orbits in the profile

equation. They converge to the same asymptotic value U0 as z → ±∞. They propagate

at a certain velocity c, which is reflected by the fact that the homoclinic orbits are of

codimension-1 in the profile equations.

Solitary pulses are accompanied by families of spatially periodic wave trains. The

asymptotic profile of the solitary pulse plays a crucial role for the dispersion relation

of the wave trains of large wavelength. We will discuss this in more detail in the next

section.

Under certain conditions, solitary pulses can form so-called bound states with two

or more pulses propagating at the same velocity. Such bound states are described by

N -homoclinic orbits in the profile equations. There is a number of bifurcations which

can produce N -homoclinic orbits, given the 1-homoclinic orbit exists; we will comment

on this later on.

Fronts can be seen as a generalization of solitary pulses in the sense that they are

spatial structures connecting two different asymptotic states for z → ±∞. The asymp-

totic states can be either homogeneous states or periodic wave trains. For fronts the

uniqueness of the propagation velocity is sometimes violated. For the same parameters

of the kinetics there can coexist different fronts with different profiles and propagation

velocities, see [33].
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Profile ODE 
phase space

Physical PDE space

Figure 2.2: Representation of different travelling patterns in the phase space of the

profile ODE.
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2.3 Homoclinics and accompanying periodic orbits

In this section we consider special biasymptotic solutions to an ordinary differential

equation

u′ = f(u; p), u ∈ RN , N ≥ 2 (2.16)

with a parameter p.

In what follows we use t as the evolution variable of Eq. (2.16) in order to be

able to speak about the evolution in “forward” and “backward” time. In the equations

that describe the profile of a wave solution in the reaction-diffusion system we use the

co-moving coordinate z as the evolution variable.

For the sake of simplicity we assume that f(0; p) = 0 for all p, i.e. the equation has

an equilibrium at zero. We will call the stable manifold W s all solutions that converge

to the equilibrium forwards in time (i.e. for t → ∞) and the unstable manifold W u all

solutions that converge to the equilibrium backwards in time (i.e. for t→ −∞).

We are interested in such solutions q(t) to Eq. (2.16), which asymptotically approach

the equilibrium in both forward and backward time

lim
t→±∞

q(t) = 0. (2.17)

These solutions are called homoclinic solutions. Clearly, the homoclinic solutions belong

to the intersection of the stable manifold W s and the unstable manifold W u of the

equilibrium.

We consider homoclinic solutions to a hyperbolic equilibrium, it means that the

dimensions of the stable and unstable manifolds sum up to the dimension of our phase

space N . This means that the codimensions1 of the stable and unstable manifolds also

sum up to N . It is also known that the codimensions of two intersecting manifolds

sum up (at most) to N , where N is exactly achieved only for transversal2 intersections3.

However, the intersection of the stable and unstable manifold is not transversal, since the
1We denote the difference between the dimension of the space N and the dimension of a given object

(manifold or subspace) as its codimension, i.e. codim A = N − dim A.
2An intersection of two manifolds in RN is called transversal if in every point of the intersection there

exist N linearly independent vectors which are tangent to one of both manifolds.
3In R2, for instance, a line is of dimension 1 and of codimension 1. If the intersection of two lines is

transversal than the codimension of the intersection (a point in this case) is 1+1 = 2, for non-transversal

intersection this does not hold. For example, two co-axial circles intersect only non-transversally, result-

ing in an intersection of dimension 1 and codimension 1.
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bounded solution v to the linearized equation (see Eq. (2.18) below) is tangent to both

stable and unstable manifold for every intersection point (i.e. belonging to the homoclinic

orbit). It means that we can find only N − 1 linearly independent vectors, which are

tangent to one of both manifolds. The non-transversality of the intersection means that

this intersection does not persist under parameter change, i.e. is not structurally stable.

In the connection to travelling waves, we have always to tune the velocity c in order to

obtain the corresponding homoclinic connection.

For the further study of homoclinic orbits the solutions of two linear equations are

of certain importance. First, one assumes that there exists an unique solution to the

linearized equation

v′ = A(t)v, where A(t) = ∂uf(q(t)), (2.18)

given by v = q′(t) (this can be seen taking a derivative with respect to t of Eq. (2.16))

and an unique solution to the adjoint variational equation

ψ′ = −A∗(t)ψ, (2.19)

We can immediately see that the solution ψ(t) to Eq. (2.19) is always perpendicular to

the solution v(t) of the variational equation Eq. (2.18). We consider

d

dt
〈v, ψ〉 =

= 〈v′, ψ〉+ 〈v, ψ′〉 =

= 〈A(t)v, ψ〉 − 〈v,A∗(t)ψ〉 = 〈A(t)v, ψ〉 − 〈A(t)v, ψ〉 =

= 0

(2.20)

together with

〈v, φ〉
∣∣
±∞= 0

which leads to

〈v, φ〉 = 0

for all t.

So the solution ψ(t) of the adjoint equation is always perpendicular to the solution

of the linearized equation (2.18). Moreover, one can show that ψ(t) is perpendicular to

the tangent spaces of both the stable and unstable manifolds of the equilibrium [13].

With the help of ψ(t) one defines the orientation of the homoclinic orbit as

O(q) = lim
t→∞

sign〈ψ(t), q(−t)〉 · 〈ψ(−t), q(t)〉, (2.21)
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λ λ

Figure 2.3: Left: Real leading eigenvalues. Right: leading stable eigenvalues are complex

conjugate.

if this limit exists, see [34].

The asymptotic flow near the equilibrium is given by

v′ = A(0)v. (2.22)

Since f(u) is a real-valued function, the eigenvalues of the matrix A(t) are either real

or complex-conjugate. Moreover, we assume that the equilibrium is hyberbolic, which

means that spec(A(0)) ∩ iR = ∅. The closest to the imaginary axis eigenvalues (i.e. with

smallest real parts) of the linearization in the equilibrium A(0) are called leading stable

and leading unstable eigenvalues. The corresponding eigenvectors are called leading

stable and unstable eigenvectors. For a codimension-1 homoclinic orbit the leading stable

(unstable) eigenvector is tangent to the stable (unstable) manifold in the equilibrium,

respectively.

We define also a saddle quantity σ of a saddle or saddle-focus as the sum of the real

parts of the leading eigenvalues.

Two types of homoclinic solutions can be distinguished pretty artificially. The first

one is represented by the so-called 1-homoclinics, with a single loop of the phase tra-

jectory. The second class is the 2- and N -homoclinics, with the phase trajectory fol-

lowing the primary loop 2 or N times. In the context of pulses in excitable systems

N -homoclinics describe bound states with N pulses, which propagate at the same ve-

locity. Sometimes we will refer to both 2- and N -homoclinics as merely N -homoclinic

solutions.

There is another classification of homoclinic orbits, depending on the type of the

leading eigenvalues of A(0). For a general homoclinic orbit of codimension-1 the lead-

ing eigenvalues determine the asymptotical behavior for t → ±∞. If the leading stable

(unstable) eigenvalues are complex-conjugate, the homoclinic orbit approaches the equi-
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p < 0 p = 0 p > 0

Figure 2.4: Unfolding of homoclinic bifurcation in R2 for saddle quantity σ < 0. Red

curve denotes the stable manifold W s of the equilibrium, blue curve denotes the unstable

manifold W u of the equilibrium.

Figure 2.5: 2-homoclinic orbit.
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librium in an oscillating manner for t → −∞ (t → +∞), respectively. It turns out

that oscillating asymptotic behavior of a homoclinic orbit has a great impact on the

properties of the homoclinics and possible bifurcations of it.

Homoclinic solutions are accompanied in the parameter space by periodic solutions.

One of the most important theoretical results on the accompanying periodic solutions

is that their period exponentially scales the distance to the homoclinic orbit in the

parameter space. For the solitary pulses in reaction-diffusion systems it means the

following: the velocity of a periodic wave train depends exponentially on its wavelength.

One can summarize the results on the accompanying periodic orbits:

1. For real leading eigenvalues there exist one limit cycle close to the primary homo-

clinic orbit independently on the saddle quantity σ.

2. For complex-conjugate eigenvalues there exist one limit cycles close to the primary

homoclinic orbit for σ < 0 and infinitely many of them for σ > 0.

More specifically, the following relation between the bifurcation parameter p and

period of limit cycle L

p = p0 +
1
M

[
〈ψ(−L), q(L)〉 − 〈ψ(L), q(−L)〉

]
(2.23)

holds for large L. The homoclinic bifurcation is given by p = p0. Here, q(z) and

ψ(z) denote the homoclinic solution and the bounded solution to the adjoint problem,

respectively. The constant M is a Melnikov integral, given by

M = −
∞∫

−∞

〈ψ(z), ∂pf(q(z), p0)〉 dz 6= 0.

We note that, depending on the sign of σ one of the scalar products in (2.23) dominates

over the other one, which allows to consider only one of them.

The found dependence of the period of limit cycles in dependence on a parameter

close to a homoclinic orbit is important for the dispersion relation of periodic wave trains,

which accompany the solitary pulse. In application to the profile equation, the relative

velocity of the wavetrain c plays the role of the parameter p. The period of the limit

cycles is the wavelength L of the spatially periodic wavetrain. The dependence of the

wave train velocity c on L for large L reads then

c = c0 +
1
M

[
〈ψ(−L), q(L)〉 − 〈ψ(L), q(−L)〉

]
, (2.24)
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where c0 is the velocity of solitary pulse. For pulses, the sign of the saddle quantity σ

determines whether the front or the back of the pulse decays slower. The sign of the

scalar products can be estimated for large L, where ψ(±L) and q(±L) can be read off

from the eigenvectors of the matrix A(0).

In the following subsections we will shortly review some well-known results on the

homoclinic orbits for the case of real and complex-conjugate leading eigenvalues.

2.3.1 Real leading eigenvalues

For the sake of simplicity, we consider a homoclinic orbit to an equilibrium with real

leading eigenvalues in a three-dimensional phase space, i.e. N = 3. The 3 × 3 matrix

A(0) has three real eigenvalues −λss < −λs < 0 < λu. However, for a codimension-1

homoclinic orbit, the dynamics is effectively only two-dimensional and sometimes we

may consider Eq. (2.16) only in R2.

Let us recall three general assumptions on the homoclinics of codimension one [13]:

1. the leading eigenvalues are not in resonance λu 6= λs,

2. the solution v(t) to the linearized problem Eq. (2.18) converges to zero along the

leading eigenvectors of the linearization in the fixed point and

3. the same applies to the solution ψ(t) of the adjoint problem Eq.(2.19).

The last assumption is sometimes called the strong inclination property, for homo-

clinic orbit in R3 it means that the two-dimensional stable manifold comes to the fixed

point tangent to the strong stable direction (see Fig. 2.6 and Fig. 2.7). A homoclinic

orbit of codimension-1 can be orientable or twisted, depending on the orientation of

the strip of the two-dimensional manifold, which can be characterized by the orienta-

tion O(q), see Eq. (2.21). The stable manifold is topologically either a cylinder or a

Möbius strip. The orientation of a homoclinic orbit can be changed upon one of the

codimension-2 bifurcations.

Codimension-2 bifurcations

If one of the assumption on the codimension-1 homoclinic orbit fails, one speaks of a

codimension-2 bifurcation. There are three kinds of those:

1. resonance homoclinic orbit, characterized by λs = λu,
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Figure 2.6: Orientable homoclinic orbit to a saddle. Red arrows denote the solution to

the adjoint variational equation. Blue strip shows the two-dimensional stable manifold

close to homoclinic orbit.

Figure 2.7: Twisted homoclinic orbit to a saddle. Red arrows denote the solution to the

adjoint variational equation. Blue strip shows the two-dimensional stable manifold close

to homoclinic orbit.
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2. orbit flip, for which the solution of the linearized equation (2.18) approaches zero

along a strongly (un)stable eigenvector and

3. inclination flip, for which the solution of the adjoint equation (2.19) approaches

zero along a strongly (un)stable eigenvector.

We are interested in those bifurcations, since they can produce 2- and N -homoclinics

(or, equivalently, bound states for pulses in reaction-diffusion system). The resonant

bifurcation can produce only 2-homoclinics, the orbit flip and the inclination flip can

both produce 2- and N -homoclinics, depending on the ratio between λss, λs and λu (see

Table I and Table II in [34]). A flip bifurcation, either orbit or inclination, corresponds

to a switching of the solution of the linear equation through the strongly (un)stable

subspace of A(0). We need an additional parameter µ in order to unfold a codimension-

2 bifurcation of the homoclinic orbit.

Resonant homoclinic orbits were investigated in [35] and can already be found in

R2.

There are two cases which have to be discussed separately.

1. If the original homoclinic orbit is orientable, the bifurcation involves emergence of

a saddle-node bifurcation of limit cycles. For µ > 0, limit cycles bifurcate from the

original homoclinics for p > 0 and for µ < 0 this occurs for p < 0.

2. For a twisted homoclinics, the resonance bifurcation involves a period doubling

and bifurcation to a 2-homoclinic orbit. The period-doubling bifurcation stems

from (p, µ) = (0, 0). The period of the bifurcating periodic orbit goes to infinity

as µ→ 0.

Homoclinic flips, namely, the orbit flip and the inclination flip are purely three-

dimensional phenomena. They both are characterized by a change of the orientation of

the strip of the (un)stable manifold close to the homoclinic orbit, see [36, 37, 38].

In a homoclinic flip bifurcation solutions of the linearized equation or adjoint varia-

tional equation flips through the strongly (un)stable eigenspace of A(0). In the orbit flip

bifurcation the homoclinic orbit approaches the equilibrium along a strongly (un)stable

eigenvector (see Fig. 2.8 and Fig. 2.9). In the inclination flip, the solution of the adjoint
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Figure 2.8: Codimension-2 orbit flip of homoclinic orbit. Red arrows indicate the solution

to the adjoint equation ψ(t).

Figure 2.9: Details of the orbit flip bifurcation. Red arrows indicate the solution to

the adjoint equation ψ(t). Left: structure of stable manifold before bifurcation, center:

structure of stable manifold in the bifurcation point, right: structure of stable manifold

after the bifurcation.
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Figure 2.10: Codimension-2 inclination flip of homoclinic orbit. Red arrows indicate the

solution to the adjoint equation ψ(t).

variational equation (2.19 approaches zero along the strongly (un)stable eigenvector (see

Fig. 2.10 and Fig. 2.11).

In dependence on the ratio between λss, λs and λu, here are three cases to be con-

sidered separately

1. No extra bifurcations occur.

2. Bifurcation to 2-homoclinic orbit occurs together with appearance of a branch of

period-doubling bifurcation for the accompanying limit cycles.

3. Bifurcation to N -homoclinics (N ≥ 3) occurs. There also appear branches of

n-periodic solutions and period-doubling bifurcations.

It is possible to detect all three bifurcations numerically with the help of the available

numerical bifurcation analysis software AUTO [39]. For the resonant bifurcation we have

to monitor the simple resonance condition on the leading eigenvalues of the matrix A(0) ,

whereas the detection of the homoclinic flips is more involved and needs the computation

of the solution to the adjoint variational equation.

Three discussed codimension-2 bifurcations of homoclinic orbits to a saddle with real

leading eigenvalues seem to be the only mechanisms to produce N -homoclinics. This
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Figure 2.11: Details of the inclination flip bifurcation. Red arrows indicate the solution

to the adjoint equation ψ(t). Left: structure of stable manifold before bifurcation, center:

structure of stable manifold in the bifurcation point, right: structure of stable manifold

after the bifurcation.

fact simplifies the study of multiple pulse branching. If one has N -homoclinics solutions

somewhere in the parameter space, one can continue the N -homoclinics solution to the

point in the parameter space where it nearly coincides with the primary 1-homoclinics

and expect that the 1-homoclinics undergoes one of the discussed codimension-2 bi-

furcations. In this sense, codimension-2 bifurcation act as organizing center for the

appearance of N -homoclinics.

2.3.2 Complex-conjugate leading eigenvalues

The transition from saddle to saddle-focus can actually be seen as a fourth type of

codimension-2 bifurcation of homoclinic orbits. Here we will consider a case with two

stable complex-conjugate eigenvalues. Historically, the main results on the homoclinic

orbit to saddle-foci were obtained by Shilnikov [40, 41, 42] (see also [43]), who proved,

among others, the existence of an infinite number of periodic orbits close to the homo-

clinic one.

In Fig. 2.12 we can see an example of such homoclinic orbit in R3. The stable mani-

fold is again two-demensional, and the unstable manifold is one-dimensional. The homo-

clinic orbit approaches the equilibrium in an oscillating manner in forward time. It was

shown that at the point of transition to the saddle-focus, new branches of N -homoclinic

solutions appear (see numerous references in [13], Chap. 6.3). So as soon as we have a

1-homoclinic orbit to a saddle-focus with complex-conjugate leading eigenvalues, there

exist further homoclinic solutions with N -loops. Sometimes such N -homoclinics are
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Figure 2.12: Left: Homoclinic orbit to a saddle-focus. Right: a periodic orbit (black)

close to the primary homoclinic orbit (red).

referred to as subsidiary homoclinic orbits [44].

Homoclinic orbits to saddle-focus are as well accompanied by a family of periodic

solutions. In the same way as for homoclinic orbits to a saddle, we can map an appro-

priate Poincaré section in itself close to the homoclinic orbit and study the fixed points

of this map in dependence on the bifurcation parameter p. We refer to [44, 13] for the

analysis of the map. Depending on the saddle quantity σ, we have two possibilities for

the dependence of the period of the periodic solutions on p:

1. For saddle quantity σ < 0, the curve p(T ) for periodic orbits is monotonous.

2. For saddle quantity σ > 0, p(T ) is a wiggly curve, shown in Fig. 2.13. For p = 0

there exist infinite many periodic orbits.

Limit cycles that belong to different parts of the curve p(T ) have qualitatively dif-

ferent portraits. The first part of the curve p(T ) with positive slope is represented

by the limit cycles, consisting of one large excursion near the primary homoclinic

orbit and typically have only one maximum on the period. For every maximum on

the p(T ) curve, the corresponding limit cycles make an additional small-amplitude

winding around the equilibrium. The right panel in Fig. 2.12 shows a limit cycle

with two windings around the equilibrium. The global shape of the homoclinic or-
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Figure 2.13: Dependence of the period of limit cycles on p for the case of homoclinic

orbit to saddle-focus with saddle quantity σ > 0.

bit is nearly repeated by the periodic solution. Periodic orbits with large periods

T →∞ have a growing number of windings around the equilibrium.

Close to each maximum of the curve p(T ) the limit cycle undergoes a period-

doubling bifurcation. This bifurcation results in a new periodic orbit which also

belongs to some other curve p2(T ), which is also a wiggly curve. The secondary (or

subsidiary) periodic orbits converge to 2-homoclinics for large T as well and also

can undergo further period-doubling bifurcations close to the maxima of p2(T ),

giving raise to pretty reach dynamics.

Summarizing, in a a parameter space near a 1-homoclinic orbit to a saddle-node with

a saddle quantity σ > 0 (or equivalently δ < 1) we find a complex structure, consisting

of primary periodic orbits and subsidiary homoclinic and periodic orbits. It is possible

to find any solution consisting of a given number of large and small oscillations. For the

waves in reaction-diffusion systems it means that we can always construct a bound state

with any given number of excitation pulses with small oscillations in between.
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2.4 Stability of waves

For a comprehensive understanding of the wave dynamics a detailed stability analysis

of the wave turns out to be essential. Moreover, as only stable travelling wave solutions

can be observed experimentally, stability considerations are crucial for experimental

verification of theoretical results.

To study the stability of the solutions to the reaction-diffusion system we use a

straight-forward approach, linearizing the equation about the studied solution [14]. The

elements of the spectrum of the obtained linear operator are the growth rates of small

perturbations: instability of the solution is reflected by the presence of spectrum in the

right complex half-plane.

In this section we will deal mainly with the stability of waves in reaction-diffusion

equations posed on the whole real axis and on large domains with periodic boundary con-

ditions. The stability of waves on bounded domains and the so-called absolute stability

will be discussed only briefly.

2.4.1 Spectral approach

We suppose that we have found a solution to a reaction-diffusion system

∂tU = F (U) +D∂xxU, U ∈ RN (2.25)

in the form of a running wave Q(z) = Q(x− ct) with constant shape and velocity c. As

we have seen before, the function Q(z) obeys the profile equation

DU ′′ + cU ′ + F (U) = 0, (2.26)

that can be cast as a first-order system

u′ = f(u; c), u ∈ R2N (2.27)

where prime denotes a derivative with respect to the co-moving coordinate z.

For a given solution Q(z) of (2.26) we can formulate the corresponding linearized

problem in the co-moving frame:

∂tW = FU (Q(z))W + c∂zW +D∂zzW, W ∈ CN (2.28)

where FU denotes the linearization of the function F . With a separation ansatz

W (t, z) = eλtV (z),
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we obtain the following equation for λ and V (z)

λV = FU (Q(z))V + cV ′ +DV ′′, V ∈ CN , ′ def= ∂z (2.29)

or

LV = λV, (2.30)

where the operator L is given by

L = D∂zz + c∂z + FU (Q(z)).

Again, we cast Eq. (2.29) as a first-order system

v′ = A(z;λ)v, v ∈ C2N (2.31)

where

A(z;λ) = Ã(z) + λB.

Matrices Ã(z) and B are given by

Ã(z) =

(
0 id

−D−1FU (Q(z)) −cD−1

)
, B =

(
0 0

D−1 0

)
. (2.32)

The translation symmetry of the problem (2.25) provides that for non-constant Q(z)

Eq. (2.29) always has a bounded solution for λ = 0, which is given by V (z) = Q′(z).

We can easily check it by taking a derivative with respect to z of Eq. (2.26):

D(U ′)′′ + c(U ′)′ + FU (Q)U ′ = 0 · U ′.

Definition of spectrum We consider the family of operators

T (λ) : u 7−→ du

dz
−A(·;λ)u (2.33)

defined on the appropriate space [14]. λ acts as a parameter for the family.

We say that λ is in the spectrum Σ of T if T (λ) is not invertible, i.e. if the inverse

operator does not exist or is not bounded. We say that λ ∈ Σ is in the point spectrum

Σpt of T or, alternatively, that λ ∈ Σ is an eigenvalue of T if T (λ) is a Fredholm operator

with index zero. The complement Σ \Σpt =: Σess is called the essential spectrum. The

complement of Σ in C is the resolvent set of T [14].

Below we give a short overview of the spectra of different wave types. For the sake

of comparison, we qualitatively consider quantum mechanical problems for a particle in

one spatial dimension with different types of potentials.
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Homogeneous rest states Q(z) = Q0. In this case the linearization has constant

coefficients

v′ = A(Q0;λ)v = A0(λ)v.

This equation has a bounded solutions on R if, and only if, the matrix A0(λ) is non-

hyperbolic. λ is in the essential spectrum of T if, and only if,

d0(λ, k) = det[A0(λ)− ik] = 0

has a solution k ∈ R.

The function d0(λ, k) is referred to as the linear dispersion relation. The essential

spectrum consists of curves λ(k) in the complex plane.

We can define the group velocity

cg = − d

dk
Imλ(k),

which represents the velocity of the wave packets centered near the wavenumber k in

the linear equation Ut = LU .

The point spectrum of homogeneous rest state is empty.

Traditionally, four types of instability of homogeneous rest state are distinguished.

Supposed that at the onset of the instability there is a single kcr with Reλ(kcr) = 0.

Then we have the following cases:

1. kcr = 0, Imλ(kcr) = 0 corresponds to homogeneous saddle-node bifurcation.

2. kcr = 0, Imλ(kcr) 6= 0 corresponds to homogeneous Hopf bifurcation.

3. kcr 6= 0, Imλ(kcr) = 0 is referred to as Turing instability.

4. kcr 6= 0, Imλ(kcr) 6= 0 is referred to as wave instability. Sometimes terms like

Turing-Hopf or Turing-II are used.

Quantum mechanical analogy: If we have a particle in a force-free space, every state

of it is a free state. The energy levels form a continuous spectrum and every energy

value is two-fold degenerated.
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Periodic wave trains of period L. In this case the matrix A(z;λ) is L-periodic, i.e.

A(z + L;λ) = A(z;λ)

for all z. The linearization around the wave train

v′ = A(z;λ)v. (2.34)

has periodic coefficients. By Floquet theory, the solutions of Eq. (2.34) have the following

form

v = eν(λ)zqL(z;λ), (2.35)

where qL(z + L;λ) = qL(z;λ) is an L-periodic function. Casting the corresponding

boundary-value problem for v, we obtain

v = (∂uf(u(z); c) + λB) v, 0 < z < L,

v(L) = eiγv(0).
(2.36)

λ is in the essential spectrum of T if, and only if, Eq. (2.36) has a solution for some

γ ∈ R. λ = 0 is contained in the essential spectrum with the Goldstone mode given by

Q′(z). Near the origin, the spectrum λ(γ) is approximated by

λ(γ) = −icgγ − dγ2 +O(γ3),

where cg denotes the group velocity. The sign of the constant d decides upon the stability,

given the rest of the spectrum is contained in the left open half-plane. The Eckhaus

instability is characterized by d = 0.

Spatially period wave trains usually live in families on the so-called dispersion curves

c(L). In the Appendix, we show that

d

dγ
Imλ(γ)

∣∣∣∣
γ=0

= −cg =
d

dL
c(L),

so the slope of the dispersion curve c(L) coincides with the first coefficient of the expan-

sion of spectrum at zero.

The point spectrum of a wave train is empty.

In the solid-state physiscs the representation given by Eq. (2.35) is known as Bloch-

wave decomposition. For a particle in a periodic potential, the possible energy values

form continuous bands.
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Pulses on homogeneous background. In this case Q(z) approaches a constant

value as z → ±∞, i.e.

lim
z→±∞

Q(z) = Q0.

The matrix A has then also a limit value

lim
z→±∞

A(z;λ) = A0(λ).

The essential spectrum of the pulse Q(z) in this case is given by the essential spectrum

of Q0.

Q′(z) is an eigenfunction of the linearization operator L to the eigenvalue λ = 0.

There can also be some further eigenvalues in the point spectrum.

Quantum mechanical analogy: consider a particle in a localized potential. There

are discrete energy levels, corresponding to the bound states and continuous energy

spectrum of free states.

2.4.2 Stability of pulse trains with large wavelength

Solitary pulses in reaction-diffusion systems are known to be accompanied by spatially

periodic pulse trains. Those pulse trains can be characterized by the dispersion relation,

which expresses the dependence of the pulse train velocity c on its wavelength L. The

aim of this subsection is to give a short overview of the theoretical results [16] on the

stability of the periodic pulse trains with large L.

We suppose that we have a profile equation

u′ = f(u, c), (2.37)

which allows for a homoclinic solution q(z) for c = c0. This homoclinic solution rep-

resents the primary solitary pulse in the reaction-diffusion system. We assume that

f(0, c) = 0 holds for all c and this equilibrium is hyperbolic for c = c0.

Next, we cast the linearization around the pulse q(z) as a system of first-order dif-

ferential equations

v′ = [∂uf(q(z), c0) + λB]v,

compare the previous sections. We assume that the only solution to the above equation

for λ = 0 is given by q′(z), so λ = 0 is an isolated eigenvalue. We assume the stability

of the primary pulse q(z), which means that the rest of the spectrum of the pulse is

contained in the open left half-plane.



2.4. STABILITY OF WAVES 41

Furthermore, we assume that there exists a 2L-periodic solution pL(z) to the profile

equation (2.37) with cL and pL(−L) = pL(L). We are interested in large L, so the

velocity of the 2L-periodic pulse train cL must be close to c0. From the previous section,

we know that λ is in the spectrum of 2L-periodic pulse train pL(z) if, and only if, the

boundary-value problem

u′ = [∂uf(pL(z), cL) + λB]u, |z| < L

u(L) = eiγ u(−L)
(2.38)

has a solution u(z) for some real γ.

Gardner [45] proved that the essential spectrum of the primary solitary pulse is

approximated by the essential spectrum of the 2L-periodic solution pL(z). Moreover,

for any λ∗ ∈ Σpt(q) with multiplicity m and for every fixed spatial Floquet exponent

γ ∈ [0, 2π), Eq. (2.38) has precisely m solutions in a certain ε-neighborhood of λ∗. It

means that we obtain circles (or closed curves) of essential spectra near every point of

point spectrum of solitary pulse upon cloning the latter periodically in space with large

enough interpulse distance.

The main result of [16] concerns the location of the circle of eigenvalues which arises

from the eigenvalue λ = 0 of the pulse q(z) . We supposed that the pulse q(z) is stable,

so the location of this circle decides upon the stability of the 2L-periodic solution pL(z).

The expansion of λ(γ) near λ = 0 is given by

λ =
1
M

[
(eiγ − 1)〈ψ(L), q′(−L)〉+ (1− e−iγ)〈ψ(−L), q′(L)〉

]
+R(γ, L) (2.39)

with the rest term

R(γ, L) = (eiγ − 1)O(e−3ρL) + (1− e−iγ)O(e−3ρL),

where ρ is related to the magnitude of the eigenvalues of ∂uf(0, c0).

The corresponding solutions of Eq. (2.38) are given by

u(z) = eikγq′(z) +O(e−ρL), z ∈ [(2k − 1)L, (2k + 1)L], k ∈ Z.

Here, M is a Melnikov integral, given by

M = −
∞∫

−∞

〈ψ(z), ∂cf(q(z), c0)〉 dz =

∞∫
−∞

〈ψ(z), Bq′(z)〉 dz 6= 0.
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λ λ

Figure 2.14: Spectrum of primary solitary pulse q(z) is shown in black curves and dots.

Spectra of 2L- periodic solutions shown in blue lines. Left panel shows spectra of stable

periodic solutions, right panel shows spectra of unstable periodic solutions. Note the

location of the circle of critical eigenvalues near the origin.

Again, ψ(z) denotes the solution of the adjoint variational equation

ψ′ = −∂uf
∗(q(z), c0)ψ.

The sign of the curvature of the circle of critical eigenvalues

d2

dγ2
Re γ

∣∣∣∣
γ=0

=
1
M

[
(−〈ψ(L), q′(−L)〉+ 〈ψ(−L), q′(L)〉

]
shows whether the circle of critical eigenvalues lies in the right or in the left complex

half-plane, i.e. whether the 2L-periodic pulse train is stable or not. We refer to Fig.

2.14 for the structure of the spectra of periodic pulse trains close to the primary solitary

pulse.

We can interpret the above results as follows. The expansion of λ(γ) near the origin

consists of the scalar products of the solutions to the adjoint equation ψ(z) and the

derivative of the pulse profile q′(z) for large z. These are determined by the leading

eigenvalue ν of the matrix ∂uf(0, c0), which we assume to be real and, say, negative.

Referring to [16], we obtain

q′(z) = eνzv0 +O(e−(|ν|+δ)z), q′(−z) = eνzw0 +O(e−(|ν|+δ)z),

for a some constant δ, where v0 and w0 are the corresponding eigenvectors of ∂uf(0, c0)

and ∂uf
∗(0, c0), respectively. We obtain then the expansion

λ =
〈v0, w0〉
M

(1− e−iγ)e2νL.
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The term

〈ψ(z), q′(−z)〉

can be neglected, since it decays faster than e−2νz (recall our assumption on the leading

eigenvalue ν). Finally, we obtain that the spatially periodic pulse trains are stable if

M〈v0, w0〉 < 0.

In the exactly same way we can obtain the expansion for a pair of complex-conjugate

leading eigenvalues ν, ν̄

λ =
a

M
sin(2L Im ν + b)(1− e−iγ)e2L Re ν ,

where a and b are real constants. The stability of the pulse trains which accompany a

solitary pulse with oscillating wake changes periodically in dependence on L. The circle

of critical eigenvalues flips over the imaginary axis on the period-doubling bifurcation

of the limit cycles, belonging to the wiggly curve c = c(L) (recall the section on the

homoclinic orbits).

2.4.3 Numerical computation of spectra

We have to deal with two problems if we want to compute the stability of a given wave

numerically. Firstly, we need an efficient and precise method of locating the spectrum and

secondly we have to care about the boundary conditions since in numerical computations

it is impossible to simulate wave dynamics on unbounded domains.

Below we shortly present the method of computing essential spectra of periodic wave

trains. One can find a deeper insight in the method with a number of examples (including

actual code) in [46].

Suppose that we have found a L-periodic wave train Q(z). As we have seen already

in the previous sections, λ is in the spectrum of the linearization about Q(z) if, and only

if, the boundary-value problem

v′ = f(v; c),

u′ = A(z;λ)u, 0 < z < L

u(L) = eiγ+ηu(0)

(2.40)

has a solution for η = 0 and some real γ. Note that we have also to solve for the

profile of the wave, since the coefficients of the matrix A(z;λ) depend on Q(z). If we

have a good starting solution to Eq. (2.40), we can continue it in (γ, λ) ∈ R × C and
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obtain a curve of the essential spectrum λ(γ). As the starting solution, we can use

γ = η = λ = 0, u(z) = Q′(z), which is always in the spectrum. Another possibility is to

find an initial condition for the continuation of Eq. (2.40) by computing the eigenvalues

and the corresponding eigenfunctions of the discretized operator L.

The parameter η in Eq. (2.40) is normally set to zero, this is the condition for

λ ∈ Σess. However, with η 6= 0 it is possible to compute the spectrum on weighted spaces,

which can be used to compute the direction of propagation of the possible unstable

modes. Computations with η 6= 0 are also needed for the calculation of the absolute

spectrum, which is discussed below; in this case we can tell apart between the absolute

and convective instabilities of the travelling wave.

We would like to note that using the continuation techniques for computing spectra

delivers very accurate results. The accuracy can be easily controlled and the computation

of the relevant branches of the essential spectrum usually take no longer than several

minutes. It is also possible to reach branches which can firstly be not connected to the

branches with known starting solution, performing the continuation along the parameters

of the non-linearity or in the dispersion plane (L, c).

It is also possible to use the continuation method to get an approximation of the

point spectrum of solitary pulses. In this case, we can use the results on the stability of

pulse trains with large spatial period that accompany the solitary pulse. Every λ in the

point spectrum of the original pulse will be approached by a piece (typically, a circle) of

the essential spectrum of the pulse train. The essential spectrum of the solitary pulse is

approximated by the essential spectrum of the periodic pulse train.

The next paragraphs explain how to interpret the possible results of the calculation

of the spectrum on bounded intervals. Here we have to distinguish between periodic and

separated boundary conditions.

Periodic boundary conditions. Suppose we would like to estimate the spectrum Σ

of a solitary pulse Q(z). Σ consists of the point spectrum Σpt and the essential spectrum

Σess. With this purpose we consider a solution QL(z) on large interval of length L with

periodic boundary conditions. We denote by Σper
L the spectrum of QL(z), this spectrum

consists only of point spectrum. In [47] the following statements were proven:

• For every eigenvalue λ∗ with multiplicity l in Σpt, there are precisely l elements in

Σper
L , counted with multiplicity, close to λ∗, and these elements converge to λ∗ as
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L → ∞. In other words, isolated eigenvalues of the pulse Q(z) are approximated

by elements in Σper
L , counting multiplicity.

• Every λ∗ ∈ Σess is approached by infinitely many eigenvalues in Σper
L as L→∞.

So the spectrum Σper
L of the solution on the truncated domain with periodic boundary

conditions converges to the spectrum Σ of the original pulse as L→∞.

Separated bounded conditions and absolute spectrum. In this case the stability

of a travelling wave differs from that on the unbounded domain pretty dramatically.

We suppose that we have a travelling wave solution Q(z) with two asymptotically

states Q±(z), which can be either a constant or a periodic ones. The matrix A(z;λ) of

the linearized problem

u′ = A(z;λ)u

has then also asymptotics given by A±(λ) for z → ±∞. We assume that A±(λ) are both

hyberbolic.

We denote by Σsep
L the spectrum of our solution on a large bounded domain of size

L with separated boundary conditions. Σsep
L consists only of point spectrum. Below we

will see that Σsep
L does not approach to Σ as L→∞, but to a quite different set that is

called the absolute spectrum.

We need first to order the eigenvalues of A±(λ) according to their real parts

Re ν±1 (λ) ≥ . . .Re ν±n/2(λ) ≥ Re ν±n/2+1(λ) ≥ . . .Re ν±n (λ).

We define Σ+
abs = {λ ∈ C; Re ν+

n/2(λ) = Re ν+
n/2+1(λ)} and Σ−abs = {λ ∈ C; Re ν−n/2(λ) =

Re ν−n/2+1(λ)}. The absolute spectrum Σabs is the union of Σ+
abs and Σ−abs.

It can be shown that the point spectrum of a travelling wave approaches the so-called

pseudo-point spectrum Σ̃pt as L→∞.

The next result proven in [47] states that the spectrum Σsep
L does not approximate

the spectrum Σ = Σpt ∪ Σess, but the set Σ̃pt ∪ Σabs :

• For every λ∗ ∈ Σ̃pt with multiplicity l, there are precisely l elements in Σsep
L ,

counted with their multiplicity, close to λ∗, and these elements converge to λ∗ as

L→∞.

• Every λ∗ ∈ Σabs is approached by infinitely many eigenvalues in Σsep
L as L→∞.
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The nice thing about the absolute spectrum is that it depends only on the asymptotic

states Q±(z) and can be computed with the help of the continuation techniques [46].

Sometimes it is possible to estimate the location of the absolute spectrum without

computing it [48, 46, 49]:

• Typically, the absolute spectrum is to the left of the essential spectrum. This

indicates that the convective instability develops prior to the absolute one. The

essential spectrum can be already in the right half-plane, while the absolute spec-

trum in the left one.

• A closed piece of essential spectrum sometimes contains a piece of absolute spec-

trum in it.

• A point, where two curves of essential spectrum cross, belongs to the absolute

spectrum.

We would like to refer to [50] for colorful results on the absolute spectrum of spiral

waves.



Chapter 3

Bistable dispersion and coexisting

wave trains

3.1 Overview of dispersion types

Travelling excitation pulses are one of the basic types of patterns in active media [2, 51].

They can form periodic wave trains that propagate through the medium with constant

velocity and profile. An important characteristic of these pulse trains is the dispersion

relation which expresses their velocity c as a function of their wavelength L. In the

large-wavelength approximation, the form of the dispersion curve defines the type of

interaction between the pulses in the train. Positive (negative) slope of the dispersion

curve corresponds to repulsive (attractive) interaction.

So far three main types of dispersion curves are distinguished in reaction-diffusion sys-

tems [19]: (i) monotonic where c(L) is a monotonously increasing function that asymp-

totically approaches a maximum value which equals the velocity of the solitary pulse

c0, (ii) nonmonotonic with a negative slope domain, corresponding to attraction be-

tween neighbouring pulses, and (iii) oscillatory with damped oscillations giving rise to

alternating attractive and repulsive pulse interaction. The first case is called normal

dispersion, while the last two possibilities are referred to as anomalous dispersion.

Theoretical analysis of oscillatory dispersion in excitable media has attracted much

interest [52]. It was proven that a one-dimensional medium with this type of dispersion

can provide infinitely many equally spaced wave trains with wavelengths ranging up to

infinity moving with the same velocity. In a more general mathematical context, this is

47
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another manifestation of the results on the periodic orbits near a homoclinics to a saddle-

focus, which was discussed in the previous chapter. In two-dimensional media oscillatory

dispersion can lead to coexisting non-planar fronts [53] and cause the coexistence of free

spirals of different wavelengths [18].

Indications for anomalous dispersion have been found in natural systems, for exam-

ple, in experiments on chemical waves that organize the early stages of aggregation in the

life cycle of the cellular slime mould Dictyostelium discoideum [54] and in the reduction

of NO with CO on Pt(100) surfaces [20].

The Belousov-Zhabotinsky (BZ) reaction [51, 4], which has been intensively stud-

ied as an easily controllable excitable medium, shows essentially normal dispersion [55].

This reaction involves the oxidation of an organic compound by bromate in acidic so-

lution. Experimental results on anomalous dispersion with a negative slope part have

been reported for a modified BZ system, in which the reaction is carried out with 1,4-

cyclohexanedione in contrast to the classical case that employs malonic acid as the

organic reactant [56].

In all referred above cases the dispersion curve is single-valued: for a given wavelength

it defines an unique propagation velocity of stable pulse trains. This chapter reports on

the oscillatory dispersion relation with a multivalued dependence of the propagation

velocity on the wavelength. As a consequence, in one medium two alternative planar

wave trains can exist having the same wavelength but different velocities. We analyze

the stability of the coexisting pulse trains and compare the results with direct numerical

simulations. Dominance of the faster pulse train over the slower one in head-on collision

is illustrated by the shift of the annihilation position between the pulse trains.

3.2 Three-component Oregonator

In this chapter we use the modified three-variable Oregonator model for the photosensi-

tive BZ reaction in one spatial dimension [30]

∂tu = ε−1(u− u2 − w(u− q)) +Du∂
2
xu

∂tv = u− v (3.1)

∂tw = ε
′−1(fv + φ− w(u+ q)) +Dw∂

2
xw.

Here u, v and w denote the dimensionless concentrations of bromous acid, the ox-

idized form of the photosensitive catalyst and bromide, respectively. The ratio of the



3.2. THREE-COMPONENT OREGONATOR 49

1.5 2.0
-3

-2

-1

1

lo
g(

v)

φ x10
4

φ
hb

φ
c

0 120 240 360 480

-3

-2

-1

x

lo
g(

v)

c (b)

(a)

Figure 3.1: (a) Bifurcation diagram of the local dynamics described by eqs. (3.1). With

the chosen parameter values for ε, ε
′
, f and q (compare text) a Hopf bifurcation occurs

at φhb = 1.76×10−4, for the canard point we find φc = 1.61×10−4. Solid line shows the

amplitude of oscillations around the unstable HSS (dashed line) below φhb. (b) Profile

of the v variable of the stable solitary pulse propagating with velocity c to the right.

Note the small amplitude oscillations in the refractory tail ( φ = 2.0×10−4).
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diffusion coefficients for bromous acid and bromide δ = Dw/Du can be estimated from

the molecular weights of the two species yielding δ = 1.12. Diffusion of v is omitted be-

cause in most experiments the catalyst is immobilized in a gel matrix. The time scales ε

and ε
′
follow from the recipe concentrations [30]. In this chapter, all parameters except

φ are fixed at the following values ε = 0.09, ε
′
= ε/8, f = 1.5 and q = 0.001. The param-

eter φ is proportional to the intensity of applied illumination. It will be considered as

the main bifurcation parameter which controls the local dynamics as well as the profile

and the velocity of excitation pulses.

For the choosen parameters the system has only one homogeneous steady state, which

undergoes a supercritical Hopf bifurcation at φhb (see Fig. 3.1(a)). With further decrease

of φ the stable limit cycle born at φhb passes through a so-called canard explosion at φc

and its size rapidly grows up.

We emphasize that the medium remains excitable in the parameter range φc < φ <

φhb. Triggered by a supra-threshold perturbation, a high-amplitude excitation relaxes

to the tiny limit cycle around the unstable equilibrium.

Above the canard point φc the medium admits two solitary pulses: a fast stable

one, presented in Fig. 3.1 (b), and a slow unstable pulse. The velocities of these pulses

depend on φ, coinciding in a fold bifurcation point at some φext (for our parameters

choice φext = 3.7×10−3, not shown in the figure). Often φext is referred to as extinction

threshold because beyond this value the medium does not support pulse propagation.

Below the canard point φc, solutions in the form of solitary running pulses do not exist

and the system relaxes to homogeneous oscillations or phase waves. The amplitude of

the stable fast pulse close to φc is approximately equal to the amplitude of the large

limit cycle after the canard explosion. Below we will refer to the high-amplitude part

of the pulse as to the “head” of the pulse, and to the oscillatory refractory zone behind

the pulse head as to the “pulse tail”.

Since the velocity of the solitary pulse is uniquely defined for given parameters, we

can transform to a co-moving frame by setting u(x, t), v(x, t) and w(x, t) to be functions

of a single variable z = x−ct. The partial differential equations (3.1) can be reduced to a

set of ordinary differential equations in a five-dimensional phase space spanned by u(z),

v(z), w(z) and their derivatives uz(z) and wz(z) with c (the velocity of the co-moving
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Figure 3.2: (a) Dispersion curve for pulse trains for φ = 2.0×10−4 > φhb. The inset

shows one enlarged part of the dispersion curve. Circles have been obtained from one-

dimensional simulations of the underlying Oregonator model under slow increase of the

integration domain size L, while diamonds correspond to slow decrease of L. (b) v

profiles of one pulse in the train belonging to the upper (solid line) resp. lower (dashed

line) stable branch in the inset of (a).
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coordinate) as an extra parameter:

u′ = U,

v′ = −c−1(u− v),

w′ = W,

U ′ = −D−1
u [cU + ε−1(u− u2 − w(u− q))],

W ′ = −D−1
w [cW + ε

′−1(fv + φ− w(u+ q))].

(3.2)

The solitary pulse corresponds to the homoclinic connection to the saddle-focus equi-

librium in the co-moving frame ODE (3.2). The eigenvalues of the saddle-focus have

non-zero imaginary parts which correspond to oscillations in the refractory tail of the

solitary pulse. These tail oscillations are crucial for the oscillatory dispersion of the pulse

trains.

An infinite pulse train of wavelength L is represented by a limit cycle of the same

period L in the co-moving frame ODE. In the limit of infinitely large wavelength L →
∞ the limit cycle touches the saddle-focus, forming the above mentioned homoclinic

connection.

Continuation of the limit cycle with the help of the AUTO software [39] in the (c, L)

parameter plane results in the dispersion relation for pulse trains plotted in Fig. 3.2(a).

This is an oscillating function, approaching c0 as L increases. The most important

feature of this dispersion is the presence of a number of bistability domains.

Every such domain contains for a given wavelength L three different pulse train

solutions, two stable and one unstable and is bounded by two fold points SN1 and SN2,

at which one of the stable solutions collides with the unstable one (inset of Fig. 3.2(a)).

The size of the overlapping domains becomes smaller for larger wavelengths L.

A closer inspection of pulse profiles on both stable branches of the dispersion relation

reveals that the high-amplitude heads of the pulses in the pulse train are locked in one

of the local maxima of the oscillations in the tail behind the preceding pulse. Every

jump from the upper stable branch to the lower one causes the appearence of one more

maximum between the successive pulses. On the leftmost branch of the dispersion curve

there is non-oscillatory partial recovery between the successive pulses in the train, the

next stable branch has one maximum between two neighboring pulses and so forth.

An example of two different coexisting pulse trains is shown in Fig. 3.2(b). Both

trains have the same wavelength L = 153, but different profile and velocity. Pulses form-
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Figure 3.3: Boundaries of the bistability domains in the dispersion curve for different

value of the excitability parameter φ. Bistability is observed in the interval φc < φ <

φb = 4.18×10−4 around the Hopf bifurcation of the homogeneous steady state.

ing the faster train (upper branch in the inset of Fig. 3.2(a)) have two tail oscillations

between neighboring high-amplitude pulse heads (solid line in Fig. 3.2(b)). The dashed

line with three local maxima of the variable v in the refractory tail represents the profile

of the alternative pulse train, which corresponds to the lower branch with the slower

velocity in Fig. 3.2(a).

In order to quantify the bistability phenomenon, we plotted the boundaries of the

bistable domains versus the parameter φ in Fig. 3.3. These boundaries are the loci of

codimension-1 fold points SN1 and SN2 that intersect at codimension-2 cusp-like points.

Note the order of appearence of the bistability domains: the first one (at the smallest

wavelengths) arises at the largest φ = φb value, then the next one at larger wavelengths

appears at a smaller φ value, and so on.

3.2.1 Point spectrum of pulses on a ring

To study the stability properties of the co-existing pulse trains, we solved the corre-

sponding eigenvalue problem for the linearized operator around the pulse solution in

the co-moving frame. For that purpose we first discretized pseudospectrally N = 1, 2, 8

periods of the pulse train in Fourier space using 256 modes for every period. This ap-
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Figure 3.4: (a) Profiles of the stable (solid line) and the unstable (dashed line) pulse

train for L = 153. Only one spatial period of the v variable is shown. (b) Leading

parts of the eigenvalue spectra of the stable faster pulse train (empty diamonds) and the

unstable pulse train (filled boxes), which is shown in (a).

proach was successfully used to study different pulse instabilities in reaction-diffusion

systems and transition to turbulence [57, 58]. The choice of the periodic functions basis

naturally corresponds to periodic boundary conditions. The point spectra of both stable

and unstable pulse trains are plotted in Fig.3.4 (b). The instability of the pulses on

the middle branch in the bistability domain is provided by N eigenvalues with positive

real part. They cross through the imaginary axis in the bifurcation point close to SN1

and SN2. However, we could not resolve the underlying structure of these eigenvalues

computing the eigenvalues of the discretized operator.
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3.2.2 Essential spectrum

In order to get a better picture of the instabilities in the bistable domain, we calculated

the essential spectrum of the wave trains using the continuation technique, as described

in the previous chapter. The key idea here is to cast the eigenvalue problem in the form

of the boundary-value problem

u′ = A(z;λ)u, 0 < z < L

u(L) = ei2πγu(0),
(3.3)

where the eigenvalue λ acts as a parameter. Note that we here renormalized the pa-

rameter γ so that for γ = 0, 1, 2, 3, . . . the eigenfunctions u(z) are L-periodic in space.

Starting with a known solution (for example, from the Goldstone mode), we can con-

tinue the solution of the linearized problem along the branches of the essential spectrum,

which is parameterized by the wavenumber γ of the eigenfunction u(z).

In Fig. 3.5 the qualitative scheme of the upper part of a bistable dispersion domain

is shown. The corresponding spectra of the wave trains are presented in Fig. 3.61.

Note that here the dispersion curve and the location of the bifurcation points are pre-

sented only qualitatively, since in the real computation the corresponding values of L

are distinguished only in the seventh decimal place.

Far away from the extrema of the dispersion curve we find a single spectral curve,

going through the origin of the complex λ plane, see plot (a). Between (b) and (c), the

co-called circle of critical eigenvalues nucleates from the rest of the essential spectrum.

The circle of critical eigenvalues can be thought of as a blow-up of the Goldstone mode

of the solitary pulse [16]. So the whole spectrum of the trigger wave breaks up into

two pieces: the spectrum of the background state and the circle, originating from the

Goldstone mode of the primary solitary pulse. Given the background state is stable,

the stability of the wave train is thus determined by the location of the circle of critical

eigenvalues.

In the point (d) the wave train becomes unstable through a long-wavelength insta-

bility, which is characterized by the condition

d2

dγ2
Re (λ)

∣∣∣∣
γ=0

= 0.

1For the sake of simplicity, we will omit the whole references to both figures Fig. 3.5 and Fig. 3.6 in

the following paragraphs and will only refer to the spectra by calling the legend letter like (a) or (k).
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Figure 3.5: A qualitative drawing of a part of the bistable dispersion relation. Labels

from (a) through (k) correspond to the spectra in Fig. 3.6.

As we see from spectrum (d), the first unstable eigenvalues are those close to λ = 0.

Moving further along the dispersion curve, we arrive at the extremum point (e),

which is given by
d

dL
c(L) = 0.

As shown in Appendix, the above condition implies

d

dγ
Im (λ)

∣∣∣∣
γ=0

= 0

as well. This means in turn that the spectrum has a cusp in the origin. Moving further

on, the circle of critical eigenvalues becomes two-fold, as demonstrated in (f); after that

we arrive at the period-doubling bifurcation of the periodic solution, describing the wave



3.2. THREE-COMPONENT OREGONATOR 57

-0.06

-0.03

 0

 0.03

 0.06

-0.06 -0.03  0  0.03  0.06

-0.04

-0.02

 0

 0.02

 0.04

-0.02  0  0.02  0.04  0.06
-0.06

-0.03

 0

 0.03

 0.06

-0.03  0  0.03  0.06  0.09
-0.2

-0.1

 0

 0.1

 0.2

-0.1  0  0.1  0.2  0.3

-0.04

-0.02

 0

 0.02

 0.04

-0.12 -0.08 -0.04  0
Re(λ)

Im
(λ

)

-0.04

-0.02

 0

 0.02

 0.04

-0.16 -0.12 -0.08 -0.04  0
Re(λ)

Im
(λ

)

-0.04

-0.02

 0

 0.02

 0.04

-0.16 -0.12 -0.08 -0.04  0
Re(λ)

Im
(λ

)

-0.08

-0.04

 0

 0.04

 0.08

-0.12 -0.08 -0.04  0  0.04
Re(λ)

Im
(λ

)

Im
(λ

)

Re(λ)

Re(λ)

Im
(λ

)

Re(λ)

Im
(λ

)

Im
(λ

)

Re(λ)

-0.04

-0.02

 0

 0.02

 0.04

-0.08 -0.04  0  0.04
-0.04

-0.02

 0

 0.02

 0.04

-0.04  0  0.04
Re(λ)Re(λ)

Im
(λ

)

Im
(λ

)

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j)

-0.1

-0.05

 0

 0.05

 0.1

-0.2 -0.1  0

Im
(λ

)

Re(λ)

(k)

Figure 3.6: Spectra of wave trains, see Fig. 3.5 for legend.

train (see spectrum (g)). For the spectrum, it means

λ(iγ)
∣∣∣∣
γ=0.5

= 0,

so the corresponding eigenfunction is 2L-periodic. This is the first instability which can

be seen considering two pulses on a ring in contrast to the previous instabilities, which

need more than two wavelengths of the wave train to be observed.

Going along the dispersion curve to the points (h) and (i), the spectrum unfolds to

a single circle again. In the point (j) the rest part of the essential spectrum touches the

origin, forming a single loop with the circle of the critical eigenvalues. After that, the
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circle detaches from the origin, see (k).

Moving on further, we observe the reversed scenario: the detached circle of critical

eigenvalues moves back to the origin, attaches to zero, flips back to the left half-plane

and unites with another spectral curve. Up to the specific locations of the bifurcation

points this instability scheme is qualitatively the same for all overlapping regions of the

wiggly dispersion curve.

The instability between points (d) and (j) differs from that of the middle branch

between two points (j). The first one can be observed only considering two or more

equidistant pulses on a ring. The unstable eigenfunction has a period larger than L.

The instability between two points (j) of the middle part of the bistable region can

already be seen with one pulse on a ring of length L, since there exist an unstable

eigenfunction of period L.

We would like to note that the sign of the slope of the dispersion nearly coincides

in our case with the curvature of the spectrum at the origin. Points (d) and (e) are

found to be very close to each other, so the circle of the critical eigenvalues flips through

the imaginary axis near the extremum of the dispersion curve. For the parts of the

dispersion with positive slope we nearly always find positive curvature of the spectrum,

but there may exist another branch of the spectrum in the right complex half-plane (see

the case with the detached circle of critical eigenvalues).

3.2.3 Extrema of the dispersion curve

It is possible to show that λ = 0 has an algebraic multiplicity two at the extrema of

dispersion curve. We would like first to comment on the points (e). They are given by

d

dL
c(L) = 0. (3.4)

We recall the profile equation written as a first order system

u′ = f(u; c(L)).

We assume that there exist a family of wave trains, parameterized by the wavelength L.

For the profile u we substitute then u = u(z;L). Upon rescaling the spatial coordinate

z → z/L, we obtain for the profile equation

u′

L
= f(u(z;L); c(L)).
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We take the first derivative of the above equation with respect to L:

u′L(z;L)
L

− u′(z;L)
L2

= fu(u(z;L); c(L))uL(z;L) + fc(u(z;L); c(L)) cL︸︷︷︸
=0

, (3.5)

which leads to [ 1
L
∂z − fu(u(z;L); c(L))

]
uL =

1
L2
u′(z;L).

With Eq. (3.4) we obtain finally

T (0)uL(z;L) =
1
L2
u′(z;L), (3.6)

where the family of operators T (λ) is defined as

T (λ) : v 7−→ 1
L
∂zv −A(·;λ)v +

iγ

L
v, A = fu(u(z;L); c(L)) + λB, (3.7)

(see also the second chapter and the first Appendix).

We recall that u′(z;L) belongs to the null-space of the operator T (0). Eq. (3.6)

means that the operator T (0) has a generalized eigenfunction, given by ∂Lu(z;L). So the

eigenvalue λ = 0 has an algebraic multiplicity equal two in the points on the dispersion

curve where (3.4) holds.

A similar consideration is applicable for the points (j), where

dL

dc
= 0. (3.8)

Here, we use the second-order formulation of the profile equation

D
1
L2
U ′′ + c

1
L
U ′ + F (U) = 0, (3.9)

which we can derive with respect to the velocity c, obtaining with dL
dc = 0

D
1
L2
U ′′c + c

1
L
U ′c + FU Uc = − 1

L
U ′, (3.10)

which we write with the help of the operator

L :=
D

L2
∂zz +

c

L
∂z + FU (3.11)

as

LUc = − 1
L
U ′. (3.12)

Again, we recall that U ′ is in the null-space of L, the previous equation then means that

Uc is a generalized eigenfunction to L in the points on the dispersion curve with dL
dc = 0.

It means that the algebraic multiplicity of λ = 0 is here equal two.
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Figure 3.7: Space-time plot of annihilating pulse trains that have the same wavelength

but different velocities. The logarithm of the v variable is coded in grey-scale with light

(dark) colours corresponding to high (low) values, respectively. The collision position

drifts towards the slower pulse train.

3.2.4 Numerical simulations

To complement the stability analysis, we performed direct simulations of the full PDE

system. For this purpose, we integrated Eq. (3.1) with periodic boundary conditions in

a one-dimensional spatial domain of size L. Results obtained as L is slowly increased

(decreased) are plotted in the inset of Fig. 3.2(a) as circles (diamonds). As we choose

the initial conditions on the upper branch of the dispersion curve and slowly increase the

size of the domain, the system follows this branch until the point SN1 and rapidly jumps

to the lower stable branch. Moving now in the opposite direction by decreasing L, the

lower branch remains stable up to the SN2 point, where the system jumps back to the

upper branch. Thus, in accordance with the results obtained within the co-moving frame

ODE approach we find coexistence of fast and slow pulse trains. The phenomenon of

bistability manifests itself in hysteresis-like transitions between alternative stable pulse

trains.

The difference in the propagation velocities leads to the domination of the faster pulse

train over the slower one in head-on collision. As shown in Fig. 3.7, due to different

propagation velocities of the colliding pulse trains the annihilation point shifts with the

time towards the slower pulse train. From the viewpoint of [33], the line of the head-on
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1, 2 and 3 denote coexisting wave trains. (b) Profile of wave train, denoted by 4 in (a).

collision of two wave trains represents a sink defect.

3.3 Bistability of dispersion in FitzHugh-Nagumo model

Georg Röder [59, 60] computed the dispersion curves for periodic pulse trains in the

FitzHugh-Nagumo [9, 10] model, which is given by

∂tu = −u(u− 1)(u− a)− v + ∂2
xu,

∂tv = ε(u− bv).
(3.13)

An exemplar dispersion relation displaying domains of bistability is shown in Fig. 3.8

(a) and u and v profiles of a long-wavelength pulse train are shown in Fig. 3.8 (b). Again,

we see domains of bistability, where two pulse trains of the same wavelength and with

different propagation speeds coexist. The spatial profile of the pulse displays oscillations

in the refractory period.

3.4 Summary

To summarize, we provide evidence for oscillatory dispersion of planar pulse trains char-

acterized by the bistability of propagation speed at a fixed wavelength. We thus add a

new type to the observed cases of dispersion curves in excitable media. To our knowl-

edge, with the exception of a model for intracellular Ca2+ dynamics discussed by Falcke

et al. [61] even non-oscillatory dispersion curves with two coexisting stable branches have
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not been discussed before. In the cited work one of the stable branches is stable over the

almost entire wavelength range. The coexistence of two stable wave trains propagating

with different velocity has not been discussed in that paper.

Although our calculations are carried out only for the Oregonator and FitzHugh-

Nagumo models, we expect that other models of excitable media can obey bistable

dispersion relations in a parameter range close to the transition from locally excitable to

oscillatory behavior. Accordingly, coexisting stable pulse trains should be characteristic

for a variety of physical, chemical and biological excitable media.

Possibly, the presented results can modify the existing view on alternative types of

spiral wave with different wavelengths in two-dimensional excitable media [18], since a

spiral wave far from its core can be modeled by a one-dimensional pulse train.



Chapter 4

Transition between trigger and

phase waves

4.1 Introduction and Motivation

Both trigger and phase waves belong to the basic types of the patterns in active media

and can arise in many physical, chemical and biological systems [2, 51]. Trigger waves are

typical for excitable media [32], where an element of such medium can produce a burst

of activity, triggered by a supra-threshold perturbation, produced by the diffusional flow

from its neighborhood. After the activity burst, the element of the excitable medium

slowly relaxes to the typically stable rest state. The velocity of such waves depends

strongly on the diffusion. Trigger waves can propagate either alone or form trigger wave

trains. Spatially periodic trigger wave trains can be characterized by a dispersion curve,

which describes the dependence of the wave train velocity c on its wavelength L. 1

Phase waves are merely phase-shifted oscillations of the bulk of the medium, they

exist if the kinetics of the underlying reaction-diffusion system is oscillatory. The prop-

agation velocity of phase waves is reciprocal to the initially introduced phase gradient,

resulting in linear dispersion curve. The diffusion does not significantly affect their

velocity. The dynamics of phase waves can be well understood in generic models like

amplitude equations [62, 3]. In the parameter plane including the wavenumber k and the

time scale ratio ε there are well-known regions of existence and stability of such waves.

1In the following we reserve the term “trigger waves” for both solitary and spatially periodic struc-

tures.

63
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Figure 4.1: Dispersion curves of phase waves (solid line) and dispersion of trigger waves

(dashed line). They nearly coincide up to some wavelength Li. The velocity of trigger

waves has limit c0 - the velocity of solitary pulse. I denotes the inflection point.

The stability boundaries are the Eckhaus boundary [63] and the so-called zigzag bound-

ary [64]. Phase waves in real systems like the BZ-reaction are often considered to be

produced by an inhomogeneity, which introduces a phase gradient in stable homogeneous

bulk oscillations [65].

One of the first theoretical studies on the transition between trigger and phase waves

in a model of the Zhabotinsky reaction was presented in [66]. In the case of oscillatory

kinetics trigger waves can coexist with phase waves. If the velocity of the phase wave is

smaller than the velocity of the coexisting trigger wave, the former can initiate a new

trigger wave. A stricter distinction between phase and trigger wave trains, based on the

shape of their dispersion curves was proposed in [67]. First, it was demonstrated that

up to a certain wavelength phase and trigger waves have roughly the same dispersion

(inflection point I in Fig. 4.1). Then, depending on the type of the wave, under further

increase of wavelength the velocity of the wave can either grow infinitely – this corre-

sponds to the phase waves, or saturate, approaching the limit c0. In the latter case the

wave is of trigger type and c0 is the velocity of the solitary pulse.

In the same time many qualitatively different types of dispersion curves for trigger

waves were found [19], which can be classified into: (i) monotonous, (ii) non-monotonic

with a negative slope domain and (iii) oscillatory, which gives rise to alternating attrac-
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tive and repulsive pulse interaction.

The more interesting case, namely oscillatory dispersion, is shown to be provided

by the oscillatory decay of excitation behind a solitary pulse. It often occurs close to

a supercritical Hopf bifurcation in the kinetics of the reaction-diffusion system. Due to

the oscillation in the pulse tail, one can construct infinitely many equally spaced wave

trains with wavelengths ranging up to infinity moving with the same velocity [52, 18].

The resulting wave train changes its stability depending on the interpulse distance peri-

odically [18, 16]. Experimental evidence for oscillatory dispersion was reported as well,

for example, in gas discharge experiments [24]. The interaction between the oscillatory

tail and the head of the successive pulses can be so strong that it leads to locking-type

phenomena, described theoretically in [68, 69, 70], see also previous chapter. Such lock-

ing results in the coexistence of two stable pulse trains with the same wavelength, but

different propagation velocities.

There are many examples that in the same reaction-diffusion system both kinds of

waves can exist at different parameters values [71], but the question of the transition

between those wave types remains to our knowledge open. Moreover, waves at the

boundary between phase and trigger dynamics are rich in instabilities, which can lead

to new patterns like trace- and backfiring [72]. The purpose of the present chapter

is to capture the bifurcation scenario of the transition between two types of waves in

specific details, including the stability of waves in the transition region. The analysis of

travelling waves is reduced to the study of their profiles and velocities in the so-called

travelling wave ODE (profile ODE) assuming that the propagation velocity of the waves

is constant.

First, we describe the origin of trigger and phase waves. Spatially periodic trigger

wave trains are constructed of infinitely many periodic replications of the primary soli-

tary pulse. In the phase space of the travelling wave ODE the limit cycles, representing

these wave trains, exist close to the homoclinic solution, which describes the solitary

pulse. The profile of phase waves is represented by periodic solutions that stem from a

Hopf bifurcation of the homogeneous rest state of the PDE. In the limit of large wave-

lengths, trigger wave trains converge to solitary pulses with finite velocity. The profile

of phase waves of large wavelengths approximates the limit cycle in the kinetics of the

reaction-diffusion system under infinite increase of the propagation velocity. However,

the large-wavelength limit is not always accessible in experiments (for example, spiral
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waves usually send out short-wavelength wave trains), that is why we are interested in

the connection between trigger and phase waves in the short-wavelength region.

Upon varying the control parameter from the regime of trigger waves to the regime

of phase waves, we first observe twisted trigger wave dispersion, which is essentially

provided by the oscillatory decay behind the solitary pulse. After the Hopf bifurcation

in the appropriate co-moving frame, a branch of phase waves appears. At the critical

point the dispersion curve of phase waves collides with the dispersion curve of trigger

waves in the region of small wavelengths. The curve of the dispersion of the trigger

waves collapses in a series of saddle-node bifurcations. The only dispersion curve, which

persists in the “wavelength - velocity” parameter plane, is the dispersion of phase waves.

In order to get a thorough insight in the studied transition, we discuss in detail the

stability properties of both types of waves close to the transition threshold. We elaborate

the stability of the phase waves close to the transition region as well and show that phase

waves first appear as unstable small-amplitude pattern and then stabilize, reaching large

amplitude. We support our studies of the conversion between trigger and phase waves

by one-dimensional simulations, which can be thought of as the first starting point for

experimental proof of our results.

4.2 Model and methods

4.2.1 Model

In this chapter, as a representative model displaying for appropriately chosen parameter

values both oscillatory as well as excitable kinetics, we consider the two-component

Oregonator model modified to describe the photosensitive version of the BZ reaction

[30]. In this reaction trigger and phase waves have been extensively studied for a long

time [51]. The equations for the dimensionless concentration of bromous acid u, and the

oxidized form of the catalyst v, read

∂tu =
1
ε

[
u− u2 − (fv + φ)

u− q

u+ q

]
+ ∂2

xu,

∂tv = u− v.

(4.1)

Diffusion of v is omitted because in most experiments the catalyst is immobilized in

a gel matrix. The time scale ratio ε follows from the recipe concentrations [30]. In this
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chapter, all parameters except φ are fixed at the following values ε = 0.05, f = 2.1 and

q = 0.002. The parameter φ is proportional to the intensity of applied illumination. It

will be considered as the main bifurcation parameter which controls the local dynamics

as well as the profile and the velocity of different wave solutions, playing the role of the

“excitability” parameter in the system.

As already mentioned in the previous chapters, the Oregonator kinetics

u̇ =
1
ε

[
u− u2 − (fv + φ)

u− q

u+ q

]
=: F (u, v),

v̇ = u− v =: G(u, v)
(4.2)

belongs to the wide class of activator-inhibitor models with two well-separated time

scales (ε is assumed to be small) and a typical “s”-shaped nullcline F (u, v) = 0 (see

Fig. 4.2 (b) and (c) for a sketch of nullclines F (u, v) = 0 and G(u, v) = 0). With the

chosen parameters the Oregonator kinetics (4.2) has only one fixpoint, which undergoes

a supercritical Hopf bifurcation at φhb (see Fig. 4.2). It is convenient to use φhb as a

reference point for other bifurcations, say, for the stability threshold of solitary pulses.

Under further decrease of φ the stable limit cycle born at φhb passes through a so-called

canard explosion at φc and its size rapidly grows up. Detailed analysis of such bursting

behavior and its relation to the excitability properties of the spatially extended system

was presented in [31].

4.2.2 Methods

Again, we use the co-moving frame approach, considering only travelling waves with con-

stant speed and profile. For the two-component Oregonator PDE the profile equations

read

u′′ + cu′ +
1
ε

[
u− u2 − (fv + φ)

u− q

u+ q

]
= 0,

cv′ + u− v = 0,
(4.3)

where the prime denotes a derivative with respect to the co-moving coordinate and c

denotes the velocity of the co-moving frame. We solve Eq. (4.3) for homoclinic connec-

tions and periodic solutions of period L which describe the solitary pulses and spatially

periodic wave trains, respectively.
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Figure 4.2: (a) Bifurcation diagram of the kinetics described by eqs. (4.2). Hopf bi-

furcation occurs at φhb = 1.04×10−3. For the canard point we find φc = 0.81×10−3.

(b) Nullclines of the kinetics (4.2) above the Hopf bifurcation. (c) The same as (b) but

below the φhb-point.

The linearization of Eq. (4.1) in the co-moving coordinate reads

λu = Fuu+ Fvv + cu′ + u′′,

λv = u− v + cv′, u, v, λ ∈ C.
(4.4)

In order to get the stability properties of a given wave train, we equip the above system

with the following boundary conditions:

(u, u′, v)(L) = e2π(η+iγ)(u, u′, v)(0), η, γ ∈ R. (4.5)

We say that λ is in the spectrum of the wave train if Eqs. (4.4), (4.5) have a bounded

solution for η = 0.

In order to calculate the point spectrum of solitary pulses we approximate them by

periodic solutions with large wavelength L. Every point eigenvalue of the solitary pulse

is then approximated by a closed curve of the essential spectrum. The size of the curve

goes exponentially to zero as L→∞, see second chapter.
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4.3 Trigger Waves

As mentioned above, trigger waves are slow diffusion-dependent propagating structures.

They can appear either as solitary pulses or form spatially periodic trigger wave trains.

The dispersion curve and the stability properties of the latter are strongly determined

by the type of decay behind the corresponding solitary pulse [73, 74, 45]. Under decrease

of parameter φ (increase of excitability), three qualitatively different types of solitary

pulses and dispersion curves of the accompanying wave trains are found.

4.3.1 Solitary pulses

The reaction-diffusion system (4.1) supports propagation of solitary excitation pulses

in the parameter region φ > φc. We obtain the dependence of the pulse velocity on φ

performing continuation of the corresponding homoclinic solution of Eq. (4.3) in the

(φ, c) parameter plane (Fig. 4.3 (a)). For a given φ value there simultaneously exist two

pulses, one stable and one unstable. They collide in a saddle-node bifurcation SN at

φ = φSN parameter value (for comparison, see analytical results on FitzHugh-Nagumo

model in [75]). The present work focuses on the stable pulses belonging to the upper

branch.

This branch is divided by point F (Fig. 4.3 (a)). At this point the equilibrium in the

travelling wave ODE (4.3) undergoes a saddle to saddle-focus transition and the homo-

clinic trajectory approaches the equilibrium in an oscillating manner. The equilibrium

has for φH < φ < φF one unstable one-dimensional manifold (for the pulses, propagating

to the left, as shown by Fig. 4.3), which describes the front of the pulse. The stable two-

dimensional manifold with the corresponding complex-conjugated eigenvalues describes

the decay behind the pulse (Fig. 4.3, compare panels (c) and (d)). For the pulses that

propagate in the opposite direction with velocity −c0, the fixpoint has contrariwise two

unstable complex-conjugated eigenvalues that render the oscillatory tail of the pulse,

and one stable eigenvalue, which is responsible for the front of the pulse.

With further decrease of φ parameter the equilibrium of the profile equations un-

dergoes a Hopf bifurcation (point H in Fig. 4.3) at φH = 9.0 × 10−4, and the pair of

complex-conjugated eigenvalues crosses the imaginary axis, moving from the right to

the left complex half-plane. The pulse solution below this bifurcation corresponds to

a heteroclinic connection between the equilibrium and the small-amplitude limit cycle,
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Figure 4.3: (a) Velocity of solitary pulse vs. parameter φ. SN denotes the saddle-

node bifurcation (extinction threshold), F denotes the transition from saddle to saddle-

focus and H corresponds to the Hopf bifurcation of the equilibrium. The solid line

corresponds to stable pulses, the dotted - to unstable. The dashed line denotes the locus

of the Hopf bifurcation of the equilibrium in the travelling wave ODE. The extinction

threshold is given by φSN = 4.29×10−2, point F - by φF = 4.1×10−3 and H point by

φH = 9.0×10−4. Labels 1, 2 and 3 mark the location of the pulses in panels (c)-(e).

(b) Unfolding of the Hopf bifurcation in the travelling wave ODE for a given value of c

with a rapid canard-type growth of the amplitude of the new-born limit cycle. The Hopf

bifurcation for the given velocity c occurs at φH = 9.03×10−4, and the canard explosion

at φc = 8.38×10−4. (c) Stable pulse profile for φF < φ = 4.2×10−3 < φSN . (d) Stable

pulse profile for φH < φ = 9.5×10−4 < φF . (e) Pulse with undamped oscillatory tail

for φ = 8.5×10−4 < φH .
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Figure 4.4: (a) Solid line shows the leading part of the essential spectrum of the small-

amplitude wave train behind the pulse head. Dashed line shows the spectrum in the

weighted space with weight η = 5.26 × 10−1. (b) Space-time plot of a running solitary

pulse in the co-moving frame. The logarithm of the u variable is coded in gray-scale

with light (dark) colors corresponding to high (low) values, respectively. The simulations

were made with Dirichlet boundary conditions in the front of the pulse and Neumann

boundaries behind it. (c) Space-time plot of simulations of the periodic wave train, the

color coding is renormalized to the actual maximal and minimal values of the variable.

Periodic boundary conditions are applied.
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Figure 4.5: Appearance of high-amplitude pulse heads behind the primary pulse (φ =

8.405×10−4). Dirichlet boundary conditions and co-moving coordinate system.

which is born in the bifurcation point (Fig. 4.3(e)). This bifurcation is of very special

meaning for the pulses in the reaction-diffusion system: it describes the appearance of

undamped tail oscillations behind the pulse. From the mathematical point of view, this

is a codimension-2 Shilnikov-Hopf bifurcation [76].

Now we turn to the stability properties of the solitary pulses. Pulses belonging to

the faster branch, are found to be stable for φhb < φ < φSN . We checked this fact by

simulating the time evolution of the corresponding profiles. The essential spectrum of

the solitary pulse is contained in the left half-plane, since the homogeneous background

is stable for φ > φhb. The isolated eigenvalues were checked numerically by direct

computation of the eigenvalues of the discretized linear operator.

Next, we discuss the pulses below the H point with the undamped oscillations in

the tail. Numerical simulations reveal that they are stable on bounded domains due

to the convective nature of the instability of the periodic wave train behind the pulse

head (Fig. 4.4(b), see also section “Phase Waves”). The essential spectrum of the small-

amplitude wave train is shown on Fig. 4.4(a). The instability is of a long-wavelength

type, since d2

dγ2 Re(λ) > 0 (see Eq. (4.5)) near the origin. Moreover, the instability is

only convective, because we can shift the spectrum completely in the left half-plane,

introducing an exponential weight η 6= 0 (see Eq. (4.5)). Simulations of the small-

amplitude wave train with periodic boundaries uncovers the essential instability (Fig.

4.4(c)).

Under further decrease of parameter φ we see the phenomenon, which is often referred
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to as trace- and backfiring [72]. A pair of the high-amplitude pulse heads emerges behind

the primary pulse (Fig. 4.5). After a certain transient time, the whole domain behind

the pulse is occupied by the high-amplitude wave train. This stationary pattern can be

thought of as a heteroclinic connection between the equilibrium and a periodic orbit,

representing the wave train, triggered by the running pulse. We would like to note that

the discussed appearance of the new high-amplitude pulse heads seems also to be of the

canard-like nature, because small changes in the parameter values lead to a significant

transformation of the solution.

4.3.2 Trigger wave trains

Now we would like to construct periodic wave trains of pulses with identical profiles.

The interaction and stability of such wave trains will be determined mostly by the decay

behind the corresponding solitary pulse, which was discussed in the previous subsection.

In Fig. 4.6 we compare the type of the dispersion relation with the corresponding

type of the decay behind the associated solitary pulses (Fig. 4.3). Low excitability

of the system, which causes the tail of the solitary pulse to relax to the background

state monotonously, results in a monotonous dispersion relation for the associated wave

trains. After the transition from saddle to saddle-focus, marked as the F -point in Fig.

4.3 (a), below which a solitary pulse displays damped tail oscillations, the dispersion

curve becomes non-monotonous, combining parts with negative and positive slope.

The corresponding periodic orbits include a high-amplitude part and small-amplitude

windings, whose number grows for large periods L. This picture is general for periodic

orbits near a homoclinic connection of the Shilnikov type [40, 41]. The interaction

between the pulses in such a wave train, either attractive or repulsive, depends on the

interpulse distance. Note also that there can coexist infinitely many wave trains with

the same velocity, but of different wavelengths.

Crossing the line of the Hopf bifurcation under decrease of φ, we observe a qualita-

tively new type of dispersion curve (Fig. 4.6 (c)). From the dynamical systems view-

point, for L→∞ we have a codimension-zero situation with two homoclinic trajectories

to a limit cycle, accompanied by a set of periodic orbits. These periodic orbits form

a wiggly curve with fold points, accumulating at homoclinic tangencies [76, 77]. The

small-amplitude windings of the limit cycles are very close to the small periodic orbit,

which was born in the Hopf bifurcation. Another important feature of this dispersion is
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Figure 4.6: Different dispersion curves of trigger wave trains as parameter φ is decreased

(increasing excitability). Solid lines show stable solutions, dashed lines show unstable

solutions. (a) Just above the F point, φ = 4.2×10−3. Solitary pulse has monotonously

decaying tail, compare with Fig. 4.3 (c). (b) Between the Hopf bifurcation and the F

point, φ = 9.5×10−4. Solitary pulse has decaying oscillatory tail, compare with Fig.

4.3 (d). (c) Below the Hopf bifurcation φ = 8.5×10−4. Solitary pulse has non-damped

oscillatory tail, compare with Fig. 4.3 (e).
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the presence of domains of bistability. Every such section contains three coexisting wave

train solutions, two of them are stable and separated by an unstable one.

The phenomenon of the bistability of wave trains was first reported in [70] (see also

the previous chapter). However, in the case of the three-component Oregonator model,

the phenomenon of coexistence occurs above the Hopf bifurcation and, as a consequence,

the size of the bistability domains decreases with L. In the present case the bistability

domains become larger with increasing L. Considering the stability of the wave trains

belonging to the domains of bistability, we found for the two-component Oregonator

qualitatively the same results as reported in the previous chapter. Here, we omit the

details on the stability of periodic wave trains which belong to the domains of bistability.

The last part of this section on trigger waves we would like to address to their

instabilities, caused by an increase of the excitability of the system (decrease of φ).

Let us take a look at the dependence of the velocity of a particular trigger wave train

of wavelengths L = 48 on parameter φ (see Fig. 4.7). We chose this wavelength,

because the corresponding wave train belongs to the middle of the stable branch of the

dispersion curve and is not subjected to the instability, which is related to the circle of

critical eigenvalues and negative slope of the dispersion curve. In point U the wave train

becomes unstable, this instability is of long-wavelength type, as it can be seen from Fig.

4.7 (b). Numerical simulations (Fig. 4.7 (c)) reveal that the wave head tends to solder

with the minor maximum in front of it, effectively increasing the propagation velocity

of the whole wave train. After a long transient process (not shown in Fig. 4.7(c)), we

obtain a new wave train without secondary maxima between the successive pulse heads,

propagating at a larger velocity (see section below).

In point SN in Fig. 4.7 (a) two limit cycles, one from the upper part of the dispersion

curve and one from the lower unstable part, collide upon decrease of φ. Globally this

leads to the disappearance of the whole dispersion curve of trigger waves for smaller

values of the parameter φ. This fact will be important for the transition from trigger

waves to phase waves, see the corresponding section below.

4.4 Phase Waves

Phase waves are simpler objects than trigger wave trains in the sense that their form

and properties do not depend on the wavelength as dramatically.
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Figure 4.7: (a) Bifurcation diagram for a particular trigger wave train, showing the

instability point U and the point of the collision with the twin wave train, belonging

to the slower unstable dispersion branch. (b) Leading part of the eigenvalue spectrum

of trigger wave train between U and SN points. (c) Space-time plot of a numerical

simulation displaying the destruction of a trigger wave train. The parameter φ was

initially set to φ = 8.4×10−4 and than changed to the value φ = 8.0×10−4. The arrow

shows the parameter adjustment. The long transition process between the first and the

last parts of the plot is cut out.

If u(z) is a periodic solution of the profile equation

Du′′ + cu′ + f(u) = 0, ′ := ∂z

then, introducing a new variable ξ = cz, we obtain

f(u) + ∂ξu+ c−2D∂2
ξu = 0.

In the limit of fast waves, c → ∞, the diffusive term can be neglected (c−2 → 0),

and we end up with

∂zu = −c−1f(u). (4.6)
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Figure 4.8: (a) Locus of the Hopf bifurcation in the (φ, c) parameter plane. (b) Three

different scenarios of unfolding of the limit cycles from the Hopf bifurcation. Solid

line, originating from point 1: φ = 8.0×10−4. Dotted line, originating from point 2:

φ = 8.41×10−4. Dashed line, originating from point 3: φ = 8.5×10−4. (c) Spectra

of the small amplitude phase waves at φ = 8.5×10−4: solid (dashed) line corresponds

to wavelength L = 50 (L = 200). (d) Spectra of the large amplitude phase waves at

φ = 8.0×10−4: solid (dashed) line corresponds to wavelength L = 50 (L = 100).

We read off from Eq. (4.6) that the profile of the periodic solution u(z) is given by

the corresponding periodic orbit in the kinetics of the system with reversed variable

z. For the periodic solution u(z) of Eq. (4.6), parameter c scales its period, providing

the observed linear dispersion relation c = αL,α = const, of phase waves for large c.

Homogeneous bulk oscillations can be thought of as a degenerated example of phase

waves propagating at infinite velocity.

Starting with initial values (φhb,∞), which correspond to the appearance of homo-

geneous oscillations (Hopf bifurcation in the kinetics), continuation of the locus of the

Hopf bifurcation in the (φ, c) parameter plane gives the curve depicted in Fig.4.8 (a). In

order to get different dispersion curves of phase waves, we unfold the bifurcation in the
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of the unstable phase wave train slightly above the U point, φ = 8.23×10−4 (c) Space-

time plot of phase wave train in the co-moving frame, subjected to parameter jump

from φ = 8.0×10−4 to φ = 8.5×10−4. Logarithmic grayscale coding and co-moving

frame coordinates as in the figures above. The vertical arrow shows the moment of the

parameter switching.

(c, L) parameter plane for different values of φ (Fig.4.8 (b)).

There are two qualitatively different scenarios of unfolding of the phase waves from

the Hopf bifurcation. The result of the first one is the appearance of large-amplitude

phase waves. This scenario occurs for smaller values of φ, see the solid line in Fig.4.8(b).

The velocity of the wave together and its wavelength both go to infinity, while the profile

remains the same. If we unfold the bifurcation at a larger value of parameter φ, a large-

amplitude wave doesn’t emerge, see Fig.4.8(b), the long-dashed line. The profile of the

wave again converges to the limit cycle of the kinetics as the velocity and the wavelength

go to infinity. There is also some intermediate scenario, in which the wave first achieves
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the full amplitude, but then becomes smaller again (Fig.4.8(b), short-dashed line).

We found that the small-amplitude phase waves are unstable in the whole wavelength

range up to infinity (Fig.4.8(c)). Changing the wavelength and the velocity of the wave

scales the spectrum of it in respect to the imaginary axis. The large-amplitude phase

waves are found to be stable in the whole wavelength range with the same scaling

property of their spectrum (Fig.4.8(d)).

Now we would like to describe the instabilities of the phase waves under variation of

parameter φ. As we can see from the bifurcation diagram and the essential spectrum of

the wave (Fig. 4.9 (a) and (b)), the phase wave train becomes linearly unstable. This

instability occurs at a finite wavelength. Numerical simulations (Fig. 4.9 (b)) show that

the instability of the phase waves leads to the appearance of a number of secondary

maxima between two successive high-amplitude wave parts. The wave tries to “localize”

itself, tending to form a trigger wave train, which propagates at a slower velocity.

It is worthwhile to compare the destruction of phase waves under increase of φ and

the break-up of trigger waves while the parameter φ is decreased. Both Fig. 4.7 (c)

and Fig. 4.9 (c) look very similar under reversion of time. Whereas the high-amplitude

heads of the trigger waves tends to merge with the next maximum, the high-amplitude

part of the phase wave train breaks down, sprouting a new small-amplitude maximum

in front of it.

4.5 Collision of dispersion curves

It turns out that this transition can be captured in the dispersion plane, where trigger

and phase waves are clearly distinguishable by the shape of their dispersion curve.

Fig. 4.10 (a) shows the initial situation before the transition: the line, which unfolds

from the Hopf bifurcation, is the branch of phase waves, and the branch of trigger waves is

presented by the comb-like dispersion (Fig. 4.10 (a)). Adjusting to φ = 8.41×10−4 (Fig.

4.10 (b)), the dispersion of phase waves collides with the lower branch of the dispersion

of trigger waves. Looking at the resulting joint curve we note that the dispersion that

descends from the Hopf bifurcation goes now along the skeleton of the trigger wave

dispersion towards large L, nearly repeating its shape. After that the curve turns back

in point C and goes again towards infinity along the linear part of the dispersion. At

φ = 8.2×10−4 (Fig. 4.10 (c)) we observe a simple dispersion, originating from the Hopf

bifurcation, with a linear part, which goes towards infinity without winding around the
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Both dispersions, just after the transcritical collision, φ = 8.41×10−4. C denotes the

turning point, see text. (c) Dispersion relation of phase waves at an even lower value

φ = 8.0×10−4. The thin dashed gray line shows the dispersion of trigger waves at a

different φ value for sake of comparison. I denotes the inflection point, see text.
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“skeleton” structure of the trigger wave dispersion.

Concerning the position of the turning point C, we make the following observations.

If φ is slightly smaller than the critical value φtr = 8.418 × 10−4, the point C is lo-

cated at large values of L. Upon further decrease of φ , point C shifts to the left and

disappears. At φ = 8.2 × 10−4 the dispersion curve leaves the skeleton in the I point,

as described by Fig. 4.10 (c). Point C is closely related to the disappearance of the

trigger waves, since it gives the section of the line of fold bifurcations of trigger waves (in

three-dimensional parameter space (c, L, φ)) with parameter plane (c, L) . The section

of the fold bifurcation line with plane (φ, c) is given by point SN in Fig. 4.7 (a).

We can define the parameter value φtr, at which the collision between dispersion

curves of phase and trigger waves takes place, as the boundary, which delimits the

regimes of phase and trigger waves. Above φtr there coexist stable trigger waves and

unstable small-amplitude phase waves. Below the boundary the only waves that exist

are phase waves. The value φtr is bracketed by the Hopf bifurcation φhb and the canard

explosion φc of the limit cycle in the kinetics of the reaction-diffusion system.

4.6 Discussion and Outlook

In this chapter we reveal fine details of the transition between phase waves and triggers

waves in a general two-component reaction-diffusion system with a cubic nonlinearity

and well-separated time scales. The kinetics of the system can be controlled between

excitable and oscillatory dynamics with a single parameter. Trigger waves and phase

waves are “natural” spatial solutions for those two types of the kinetics.

The scheme of the transition between trigger and phase waves includes: (i) emergence

of oscillations behind the solitary pulse, first damped. These cause damped oscillations

in the dispersion relation of trigger wave trains. (ii) introduction of phase waves via

the Hopf bifurcation in the travelling wave ODE, first at infinite velocity (bifurcation in

the kinetics), then continuously in the co-moving frames with the appropriate velocity.

The oscillations in the decay behind the solitary pulse and in the dispersion of trigger

wave trains become undamped. (iii) The collision of the phase wave dispersion with

the dispersion of trigger waves. (iv) Successive disappearance of trigger waves of large

periods in a series of saddle-node bifurcations. Similar results on the studied transition

were obtained for FitzHugh-Nagumo and Barkley models [59], which suggests that the

observed scenario is generic for the whole class of active media, possessing in dependence
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on a parameter both excitable (with one fixpoint) and oscillatory kinetics.

Being guided by the observation above, we find that the following classification be-

tween trigger and waves can be extremely useful. Phase waves are described by the

periodic solutions of the travelling wave ODE, which descend from the Hopf bifurcation

of the equilibrium. Trigger wave trains are described by periodic solutions, which exist

close to the homoclinic orbit, that renders the shape of the appropriate solitary pulse.

The origin of trigger and phase waves is reflected in the peculiarities in their dispersion

curves, making the analysis of the dispersion curves a very suitable tool in the presented

study.

We present results of the linear stability analysis of phase and trigger waves belonging

to the colliding dispersion curves. For phase waves, we find that small-amplitude phase

waves are unstable in the whole range of wavelengths and the full-developed, high-

amplitude phase waves are stable.

We strongly believe that the experimental verification of the reported scenario of

the transition between phase and trigger waves should be the next step on the field.

One of the main objectives of the experimental proof is the existence of the small-

amplitude phase waves, which play quite a deciding role in our study and which are

experimentally not yet found to the best of our knowledge. However, the experimental

evidences of trace- and backfiring can be thought of as hints for the existence of these

small-amplitude oscillations.



Chapter 5

Creating bound states by means

of non-local coupling

5.1 Introduction

Propagation of pulses in excitable media is an important phenomenon in physical, chem-

ical and biological systems, including chemical reactions, signal propagation in neuronal

tissue, brain activity and calcium waves in living cells [3]. Typically such pulses can

propagate due to local diffusive coupling between the excitable elements of the medium.

The interaction between two pulses that propagate in the same direction is usually re-

pulsive, which means that the second pulse in a pulse pair runs more slowly than the

first one [2].

However, pulses in reaction-diffusion systems do not always interact only repulsively,

but can form so-called bound states with two or more pulses that propagate at the

same velocity. Such bound states were found in chemical reaction-diffusion systems

experimentally [20, 23, 22, 21]. A kinematic approach was introduced in [15, 78], where

the existence of bound states was closely related to the anomalous dispersion of periodic

pulse trains.

The main motivation for the consideration of non-local coupling comes from neuro-

science – it was shown that neurons communicate by means of long-range interactions

[79, 80]. Non-local coupling plays an important role in certain electrochemical reactions

[81, 82] as well. Recent theoretical findings include the improvement of synchroniza-

tion of coupled oscillators [83], the emergence of completely new dynamical regimes (the

83
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so-called chimera states) [84], spiral waves with randomized core [85], chemical turbu-

lence induced by non-local coupling [86], and many others. Nicola et al. reported a

codimension-2 Turing-wave bifurcation and a region of bistability between Turing and

wave patterns resulting from inhibitory non-local coupling [87, 88]. Spiral patterns on

a stationary background have been observed recently in experiments with the Belousov-

Zhabotinsky reaction under influence of non-local coupling with short-range activation

and long-range inhibition [89]. For the Oregonator model of the Belousov-Zhabotinsky

reaction it has been shown that non-local coupling can induce Turing and wave insta-

bilities of the homogeneous steady state. While a long-range activation was found to

induce travelling waves, long-range inhibition leads to stationary Turing patterns [90].

While most of the results on the impact of non-local coupling obtained so far are related

to the instabilities of the homogeneously steady state, in this chapter we focus on the

effect of non-local coupling on the interaction of propagating excitation pulses.

The main result of the present chapter is the following. Suppose that we have

a reaction-diffusion system that supports propagation of solitary pulses of excitation,

which interact repulsively through their monotonic refractory tails. Introducing non-

local coupling in the form of a convolution of the pulse profile with an exponentially

decaying kernel results in the attractive interaction of pulses and the emergence of bound

states. Regardless of the particular excitable kinetics, bound states bifurcate from the

primary solitary pulse at non-local coupling strength µ = 0. More specifically, we show

that the solitary pulse for µ = 0 is represented by a homoclinic orbit of codimension-4,

which is unfolded upon setting µ 6= 0. In this description, bound states are represented

by 2-homoclinic orbits which bifurcate at µ = 0 from the primary one, corresponding to

the solitary pulse. We illustrate our analysis by numerical calculations with a model for

the light-sensitive Belousov-Zhabotinsky reaction [51].

From the mathematical viewpoint, the stability theory of multi-bump pulses (bound

states of pulses) and weak interaction of pulses are developed in [17] and thoroughly

reviewed in a more general context in [14]. The mathematical background for the bi-

furcation and the existence of bound states is provided by the theory of codimension-2

bifurcations of homoclinic orbits in RN , N ≥ 3, see [13]. For a review and analytical de-

scription of codimension-2 homoclinic orbits in a simple toy model see [34] and references

therein. We refer also to [91, 92] for codimension-3 resonant flip bifurcations.

This chapter is organized as follows. First, we present our numerical observations on
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bound states in the Oregonator model with non-local coupling and give a simple model-

specific explanation how these bound states come into play due to non-local coupling.

Then we consider an abstract reaction-diffusion equation with non-local coupling and

show that the emergence of bound states occurs independently on the specific kinetics of

the model. In our considerations we will need some essential results on the codimension-2

bifurcations of homoclinic orbits, which will be discussed briefly in Section 5.3.2.

5.2 Results with Oregonator Model

5.2.1 Emergence of bound states

We consider first solitary pulses in the Oregonator model for the excitable light-sensitive

Belousov-Zhabotinsky reaction [30]

∂tu = ε−1
[
u− u2 − (fv + φ)

u− q

u+ q

]
+ ∂xxu,

∂tv = u− v,

(5.1)

subjected to a non-local coupling through the field φ(x) of characteristic coupling range

σ−1 � 1 and strength µ

φ(x) = φ0 + µ

∞∫
−∞

e−σ|y|[v(x+ y)− v(x)]dy. (5.2)

The activator variable u is proportional to the concentration of bromous acid and the

inhibitor v represents the oxidized form of the catalyst. In this section, we fix the

parameters values as follows: ε−1 = 20, f = 2.1, q = 0.002, φ0 = 0.008, σ = 0.1. This

choice of the parameters corresponds to excitable local dynamics of Eq. (5.1).

With the above set of parameters and µ = 0, Eq. (5.1) supports propagation of

stable solitary pulses of excitation, see Fig. 5.1 (a). The parameter φ0 describes an

additional light-induced inhibitor production and setting it to larger values makes the

pulses of excitation propagate slower (Fig. 5.1(b)), which will be an important fact for

our considerations later on. From this viewpoint, µ > 0 corresponds to an inhibitory non-

local coupling, while choosing µ < 0 makes non-local coupling (5.2) be of an activatory

type.

Without non-local coupling (i.e. for µ = 0), pulses in Eq. (5.1) interact only repul-

sively, which can be seen from the positive slope of the dispersion curve for pulse trains
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Figure 5.1: (a) Profile of a solitary pulse in Eq. (5.1) for µ = 0, where rescaled variable

v(x) is shown by the solid line and the rescaled value of the integral in Eq. (5.2) is shown

by the dashed line. (b) Dependence of the velocity of a solitary pulse c on the parameter

φ0. Solid (dashed) line represents stable (unstable) solitary pulses, respectively. (c)

Dispersion curve of spatially periodic pulse trains for µ = 0 showing the velocity of pulse

train c versus the interpulse distance L. (d) Profile of a bound state for µ = −8.0×10−3,

solid and dashed line show rescaled v(x) and rescaled φ(x), respectively. (e) Dispersion

curve for µ = −8.0 × 10−3. Point PD indicates period doubling, see text. Dashed

line displays the dispersion curve for pulse trains with doubled interpulse distance. (f)

Relative velocity of two-pulse solutions (dashed line) and that of the pulse trains that

undergo the period-doubling bifurcations PD (solid line) in comparison with the velocity

of solitary pulse c0 versus the non-local coupling strength µ.

with large interpulse distances (Fig. 5.1 (c)). Upon switching on the coupling strength

to the value µ = −8.0×10−3, we observe that pulses do not interact repulsively anymore,

but can in contrast form bound states with two pulses propagating at the same velocity

(Fig. 5.1 (d)). Our numerical computations show that the emerged bound state is lin-

early stable, see next subsection. The dispersion curve for spatially periodic pulse trains

for µ = −8.0 × 10−3 displays an overshoot followed by a domain with a negative slope

(Fig. 5.1 (e)). Near the maximum of the dispersion curve we find a period-doubling

bifurcation that corresponds to the emergence of non-equidistant pulse trains.

Plotting the relative velocity of the double-pulse solution (i.e. compared to the

velocity of the solitary pulse c0 for the same value of µ) and that of the period-doubling
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bifurcation versus the coupling strength µ, we see that the two-pulse solutions and the

period-doubling bifurcation stem exactly from the point µ = 0 (Fig. 5.1(f)). The

interpulse distance of the pulse trains that undergo the period-doubling bifurcation PD

approaches infinity for µ→ 0 (not shown in figures).

Using the fact that the field φ(x) acts as a second inhibitor in Eq. (5.1), we can give

a heuristic explanation for the emergence of bound states. For σ−1 � 1, the profile of

φ(x) is much broader in comparison with u(x) und v(x), and the interaction of pulses

within a bound state is dominated by the interaction of the second pulse with the φ-wake

of the first pulse. If µ > 0, the values of φ(x) are larger than φ0, and the φ-wake of

the first pulse slows down the second one, making bound states impossible. In the case

of µ < 0, the profile of φ(x) behind the first pulse approaches φ0 from below, which

effectively makes the second pulse propagate faster until it abuts against the stronger

inhibitory tail of the variable v(x). We stress that for every negative µ→ 0 there exist

a bound state, since for large interpulse distance the attracting interaction with longer

tail of φ always dominates the repulsive interaction with the faster decaying inhibitory

v-tail.

Summarizing the results with the Oregonator model, we conclude that bound states

emerge due to the interplay between long-range attraction through the non-local coupling

and short-range repulsion, provided by the inhibitory wake of the variable v behind the

pulse.

5.2.2 Stability of bound states in Oregonator

We computed the linear stability of bound states, in which we linearized the reaction-

diffusion system Eq. (5.1) with the non-local coupling, given by Eq. (5.2). The elements

λ of the spectrum of the resulting linear operator represent the growth rates of a small

perturbation around the original wave. A possible instability is reflected by the presence

of eigenvalues with positive real parts. In what follows we shortly describe the method

of computing the spectrum of a given travelling wave.

As shown in the next section, we can cast the Oregonator equations with non-local

coupling in the form of the following reaction-diffusion equation

T ∂tu = F (u) +D∂xxu, u ∈ R3. (5.3)

where D is a diagonal diffusion matrix with non-negative elements and F (u) incorpo-
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Figure 5.2: Stability of bound states for µ = −8.0 × 10−3. (a) Dispersion curve of

periodic pulse trains, displaying an overshoot. Velocity of L-periodic (2L-periodic) wave

trains is shown by the solid (dashed) line, respectively. Empty dots (b) − (g) denote

the points for which the essential spectrum was computed. (b)-(g) The corresponding

essential spectra.

rates the nonlinear Oregonator kinetics and the non-local coupling terms. The matrix T

accounts for the fact that the equation for the non-local field (5.11) has no time depen-

dence, i.e. we set T = diag(1, 1, 0).

In the frame z = x− ct which moves with the velocity c we obtain from Eq. (5.3)

T ∂tu = F (u) + cT∂zu+D∂zzu. (5.4)

The profile u(z) of travelling waves with constant velocity and shape is thus governed

by the following ODE

Du′′ + cTu′ + F (u) = 0, (5.5)

where the prime denotes a derivative with respect to the co-moving coordinate z = x−ct.
We consider first the stability of periodic pulse trains uL(z) = uL(z + L). The
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eigenvalue problem is then given by the following system

λTw = ∂uF (uL(z))w + cTw′ +Dw′′, w ∈ C3,

(w,w′)(L) = ei2πγ(w,w′)(0).
(5.6)

We say that λ is in the spectrum of the wave train uL(z), if Eq. (5.6) has a bounded

solution for some γ ∈ R [47, 14, 73]. In order to obtain the spectrum of a given wave train,

we solve the boundary-value problem (5.6) using the continuation software AUTO [39,

46]. The spectrum comes up in curves λ = λ(iγ) in the complex plane. Note that λ = 0

with the eigenfunction given by w(z) = u′L(z) (the so-called Goldstone mode) is always

in the spectrum due to the translation symmetry of the problem.

For L → ∞ the spectrum of periodic wave trains exponentially converges to the

spectrum of solitary pulses [47]. For wave trains of large spatial period, there is a circle

of critical eigenvalues attached to the origin, which can be thought of as a blow-up of

the isolated Goldstone eigenvalue of the solitary pulse [16]. Given the solitary pulse

is stable, the location of this circle of critical eigenvalues (either in the left or right

complex half-plane) describes the stability and interaction of pulses in wave trains with

large wavelengths.

We calculated the leading parts of the spectrum of wave trains belonging to the

different parts of the dispersion curve with an overshoot, see Fig. 5.2. The wave trains on

the part of dispersion with positive slope dc/dL > 0 are found to be stable (Fig. 5.2(b)).

As predicted by the theory [14], at the extremum of the dispersion curve dc/dL = 0 we

obtain spectrum with
d

d(iγ)
Im(λ)

∣∣∣∣
λ=0

= 0,

compare Fig. 5.2(c). Moving along the dispersion curve further, we observe a long-

wavelength instability of wave trains, which is characterized by

d2

d(iγ)2
Re(λ)

∣∣∣∣
λ=0

= 0,

see Fig. 5.2(d). In Fig. 5.2(e) we present the spectrum of a periodic wave train which

undergoes the period-doubling bifurcation. We read from the spectrum that λ = 0 is

two-fold degenerated, for the second eigenfunction we find γ = 0.5, which means that

this eigenfunction has period 2L. Exactly at this point, the branch of wave trains of

doubled wavelength emerges from the primary dispersion curve.
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Both L-periodic and 2L-periodic wave trains are found to be unstable on unbounded

domains for wavelengths larger then the wavelength of the period-doubling bifurcation,

see Fig. 5.2(f) and (g), where the circle of critical eigenvalues belongs to the right half-

plane. The instability of periodic wave trains reflects the attractive interaction between

the pulses within a train, which causes a breakup of periodic structure and formation of

pulse pairs. However, as L→∞ the critical circle of eigenvalues shrinks to the Goldstone

eigenvalue λ = 0, and solitary pulses and bound states are thus stable.

For 2L-periodic wave trains we found another part of spectrum in the left half-plane

(Fig. 5.2(g)), which shrinks to a point eigenvalue for L → ∞, i.e. for a solitary bound

state. This point eigenvalue of the bound state can be thought of as the eigenvalue of

the weak interaction between two pulses in the bound state [17]. In general, however,

the interaction eigenvalue can belong to the right half-plane, making the bound state

unstable. We refer to Section 5.3.6 for a more general discussion of the stability of bound

states.

5.3 General description of the case µ = 0

The aim of this section is to show that the emergence of bound states that are induced

by non-local coupling is model-independent. We show that a solitary pulse undergoes a

certain bifurcation at µ = 0 and that this bifurcation produces bound states regardless

of the specific underlying kinetics of the reaction-diffusion system.

5.3.1 Profile equations with non-local coupling

We consider a reaction-diffusion system in one spatial dimension with N species and

kinetics f

∂tu = f(u, φ(x)) +D∂xxu, u ∈ RN (5.7)

with a diffusion matrix D = diag(dj), j = 1, . . . , N . The field φ(x) represents non-local

coupling given by

φ(x) = φ0 + µ

∞∫
−∞

e−σ|y|[ui(x+ y)− ui(x)]dy, (5.8)

where we take the i-th species of u to construct φ(x). Again, the value σ−1 is considered

to be large.
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First, we derive the equation for the coupling field φ(x), which is given by

φ(x) = φ0 + µ

∞∫
−∞

e−σ|y|[ui(x+ y)− ui(x)]dy, (5.9)

where ui(x) is the i-the species of the original reaction-diffusion equation. We rewrite

the coupling field in the form

φ(x) = φ0 + µ

∞∫
−∞

e−σ|y|ui(x+ y)dy − µ

∞∫
−∞

e−σ|y|ui(x)dy

= φ0 + 2µ
[
σX(x)− ui(x)

σ

]
.

(5.10)

Using the Fourier transform

∞∫
−∞

e−σ|y|e−ikydy =
2σ

σ2 + k2
,

it is not hard to see that the functionX(x) obeys the following linear differential equation

Xxx = σ2X − ui. (5.11)

Solutions to Eq. (5.7) in the form of u(z) = u(x− ct) in the co-moving coordinate z

are thus governed by the following profile equations

u′′ + cu′ + f(u, φ(ui, X;µ)) = 0,

X ′′ − σ2X + ui = 0,

where the prime denotes a derivative with respect to z. X and φ are related through

φ(ui, X;µ) = φ0 + 2µ
[
σX(x)− ui(x)

σ

]
.

We cast the profile equation as a first-order system

U ′ = F (U,Φ(U,Z;µ); c), U ∈ R2N

Z ′ = AZ −BU Z ∈ R2,
(5.12)

where

A =

(
0 1

σ2 0

)
.
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Functions Φ(U,Z;µ) and F (U,Φ(U,X;µ); c) are obtained from given φ(u,X;µ) and

f(u, φ(u,X;µ)) in a straight-forward way. The matrix B accounts for the coupling

between the appropriate components of U and Z. Non-local coupling effectively extends

the phase space of the profile equation in a linear way by two dimensions. The asymptotic

flow in the Z-subspace is given by the simple equation

Z ′± = ±σZ±, (5.13)

where Z± are the eigenvectors of the matrix A.

In our following analysis we consider the case µ = 0. We assume that without

non-local coupling the reaction-diffusion system supports propagation of stable solitary

pulses. This means that there exist a homoclinic solution (U0, Z0)(z) to the profile

equation

U ′ = F (U, φ0; c)

Z ′ = AZ −BU.
(5.14)

with some c = c0. Then the linearization of Eq. (5.14) around (U0, Z0)(z)

v′ = A(z)v, v ∈ C2N+2, (5.15)

has a bounded solution given by v(z) = ∂z(U0, Z0)(z). The adjoint linearized problem

ψ′ = −A∗(z)ψ, ψ ∈ C2N+2. (5.16)

has a bounded solution as well [14]. The solution of the adjoint variational equation is

perpendicular to the tangent spaces of the stable and unstable manifolds of the equi-

librium, which is used in order to define the orientation of the homoclinic orbit later

on.

The Jacobian matrix of Eq.(5.12) in the fixed point for µ = 0 is given by

A(0) =

(
∂UF (0, φ0; c) 0

−B A

)
. (5.17)

The eigenvalues of A(0) are exactly those of the matrices ∂UF (0, φ0; c) and A. The

leading eigenvalues of A(0) (those with smallest real parts) are then ±σ (see inset in

Fig.5.4) and the corresponding leading eigenvectors are given by (0, . . . , 0︸ ︷︷ ︸
2N

, 1,±σ)T . Note

that in the case µ = 0 the leading eigenvectors are always perpendicular to the U -

subspace, this corresponds to the fact that the profile of u(x) is not affected by the

variable φ(x) for µ = 0.
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(b)(a)

(c) (d)

Figure 5.3: Sketches of homoclinic orbits. Filled circles denote the equilibrium. Leading

directions are shown by single arrows, strong stable direction is shown by doubled arrows.

Arrows perpendicular to the homoclinics indicate the solution to the adjoint variational

equation. The gray strip shows the stable manifold of the fixed point close to the

homoclinic orbit. (a) Generic codimension-1 orientable homoclinic orbit. (b) Generic

codimension-1 twisted homoclinic orbit. (c) Codimension-2 orbit flip of homoclinic orbit.

(d) Codimension-2 inclination flip of homoclinic orbit.

5.3.2 Codimension-2 bifurcations of homoclinic orbits

Now let us recall three general assumptions on the homoclinics of codimension one to a

saddle equilibrium with real eigenvalues −λss < −λs < 0 < λu [13]:

1. the leading eigenvalues are not in resonance λu 6= λs,

2. the solution v(z) to the linearized problem Eq. (5.15) converges to zero along the

leading eigenvectors of the linearization in the fixed point and

3. the same applies to the solution ψ(z) of the adjoint problem Eq.(5.16).
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codim-2

codim-1

codim-1 codim-1

λ

σσ

PD

Figure 5.4: A codimension-2 bifurcation of a homoclinic orbit, the emergence of a 2-

homoclinic orbit (solid line) and a period-doubling bifurcation PD (dashed line). Inset:

Empty circles denote the eigenvalues of the matrix A, full circles show the eigenvalues

of ∂UF (0, φ0; c).

The last assumption is sometimes called the strong inclination property, for homoclinics

in R3 it means that the two-dimensional stable manifold comes in backward time tangent

to the strong stable direction of the fixed point (see Fig. 5.3). A homoclinic orbit of

codimension-1 can be orientable or twisted, depending on the orientation of the strip of

the two-dimensional manifold, see Fig. 5.3 (a) and (b). One defines the orientation O
of a given homoclinic orbit with the help of the solution ψ(z) to the adjoint variational

equation (5.16) as

O = lim
z→∞

sign〈ψ(z), v(−z)〉 · 〈ψ(−z), v(z)〉, (5.18)

where v(z) denotes the solution to the linearized equation (5.15).

If one of the above assumptions is violated, one speaks of codimension-2 bifurcations

of homoclinic orbits [13]. These are, in the order of the assumptions above:

1. resonance homoclinic orbit,

2. orbit flip and
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3. inclination flip.

The resonance bifurcation can produce 2-homoclinics and both flip bifurcations can

produce 2- and N -homoclinics. A branch of period-doubling bifurcation emerges from

the bifurcation point as well (see Fig. 5.3 (c,d) and Fig. 5.4 for a qualitative picture of

a codimension-2 bifurcation and the emergence of 2-homoclinics). In orbit (inclination)

flip bifurcation, the vector v(z) (ψ(z)) for z → ±∞ switches through the strongly stable

eigenspace of A(0), respectively. Both flip bifurcations correspond to the change of the

sign of the scalar products that contribute to the orientation O and can be detected as

zeroes of the orientation.

In our analysis of the effect of non-local coupling on the pulse dynamics we are

particularly interested in the inclination flip. Let us recall the details of the inclination

flip bifurcation of a homoclinic orbit in R3 to a saddle with one-dimensional unstable and

two-dimensional stable manifold (see Fig. 5.5 (a)). Before and after the bifurcation the

solution of the adjoint variation equation approaches zero along the leading eigenvector,

as mentioned above. The two-dimensional stable manifold approaches the saddle point

in backward time tangent to the strongly stable eigenvector. In the bifurcation point

the solution of the adjoint equation picks the non-leading eigenvector of the linearization

in the equilibrium for z → −∞. The two-dimensional stable manifold approaches the

equilibrium in the backward time tangent to the weakly stable eigenvector.

5.3.3 Resonance and Inclination flips for µ = 0

We can immediately see that non-local coupling for µ = 0 breaks the first assumption,

since the leading eigenvalues ±σ of the linearization (5.17) are obviously in resonance.

The second assumption about the asymptotics of the homoclinic orbit holds. It

physically means that the non-local field decays in space much slower than the u-profile

of the pulse.

The strong inclination property is violated at µ = 0 with respect to both stable and

unstable manifolds. It means that the homoclinic orbit that describes a solitary pulse in

the absence of non-local coupling undergoes two inclination flip bifurcations if considered

in the phase space extended by the coupling variable Z in Eq. (5.14). Let us consider

the adjoint variational equation (5.16) together with Eq. (5.17) for µ = 0(
U

Z

)′
= −

(
∂UF

∗(U(z), φ0; c) −B∗

0 A∗

) (
U

Z

)
. (5.19)
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We see that the Z-subsystem is completely decoupled from the U -part. The equation

for Z ′ is simply given by

Z ′ = −A∗Z, A∗ =

(
0 σ2

1 0

)
, (5.20)

and the variable U has no influence on the flow of Z, which is the counterpart of the

fact that in the linearized equation (5.15) the U subsystem is not affected by Z.

We seek for a solution (U,Z)(z) to Eq. (5.19), which vanishes for large z, i.e.

(U,Z) → 0 as z → ±∞. For a codimension-1 homoclinic orbit, we expect that this solu-

tion approaches zero along the leading eigenvectors of−A∗(0), given by (0, . . . , 0, 1,±σ)T .

However, the only bounded solution to Eq. (5.20) for z → ±∞ is given by Z = 0, which

means that the solution (U,Z)(z) to Eq. (5.19) must pick the non-leading eigenvectors

of A(0), given by (U±, 0, 0)T , in order to converge to zero for z → ±∞. Here, U±

represent the leading eigenvectors of the matrix ∂UF
∗(U(z), φ0; c).

Finally we write

ψ(z) =


U±

0

0

 e∓σz, for z → ±∞

for the solution ψ(z) of the adjoint problem and

v(z) =


0

1

±σ

 e∓σz, for z → ±∞

for the solution v(z) of the linearized problem, given by Eq. (5.15). Substituting the

above expressions for v(z) and ψ(z) in Eq. (5.18)

O = lim
z→∞

sign〈ψ(z), v(−z)〉 · 〈ψ(−z), v(z)〉,

we immediately see that both scalar products vanish, rendering two inclination flips with

respect to the stable and the unstable manifolds.

5.3.4 Geometrical interpretation

We simplify the problem, exploring the extension of the profile equation only by one

stable direction Y :

U ′ = F (U, φ0; c)

Y ′ = −σY −BU.
(5.21)
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Figure 5.5: (a) Details of inclination flip bifurcation. Left panel: stable 2D manifold

of the fixed point before the bifurcation. Middle panel: stable 2D manifold in the

bifurcation point, note that the solution to the adjoint equation is directed along the

strongly stable direction. Right panel: the same 2D stable manifold after the bifurcation.

(b) Illustration of the inclination flip in the extended system (5.21). Empty dot I shows

the initial condition in the stable manifold for the integrating in backward time, Σ shows

the Poincaré section, γ denotes the unfeasible hypothetic trajectories that start in the

phase point I, and Γ denotes the feasible trajectories, see text. (c) Projection of the

homoclinic orbit in Eq. (5.21) on the U -subspace. I, Σ and γ have the same meaning

as in (b)

We are interested in the behavior of the stable manifold of the equilibrium of Eq. (5.21)

in backward time.

We emphasize once again that we work with non-local coupling switched off, i.e.

µ = 0, and assume that there exists a homoclinic orbit in the U -subsystem of Eq.

(5.21). This implies that in the extended system there exists a homoclinic orbit as well,

and the homoclinic orbit in the extended system approaches the equilibrium along the

Y direction, since the Y axis is the leading stable eigenvector to the leading eigenvalue

−σ of the Jacobian of Eq. (5.21).

We refer to Fig. 5.5 (b) for the geometry of the eigendirections and the stable

manifold in the system. Our idea is to compare the full phase space of the extended
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system with its projection on the U variables, where the actual dynamics takes place.

The U -subspace of Eq.(5.21) is decomposed in the leading unstable direction U2 and the

strongly stable eigendirection U1. The leading stable eigendirection is Y .

We choose a Poincaré section Σ across the leading unstable eigenvector close to the

equilibrium. Next, we put an initial condition (marked by I in Fig. 5.5 (b)) close to the

homoclinic orbit in the two-dimensional stable manifold, and follow it in backward time

along the homoclinic orbit. An important question is how this trajectory returns to the

previously chosen Poincaré section. For a generic codimension-1 homoclinic orbit, the

trajectory from our initial condition returns along one of the dashed lines with the arrows

marked by γ in Fig. 5.5 (b). In the projection on the U plane it would mean, however,

that the trajectory does not remain on the homoclinic orbit, which is impossible because

the starting point belongs to the homoclinic orbit in the U -subspace, which in turn is

an invariant trajectory (see Fig. 5.5(c) for the projections of the hypothetical trajectory

marked by γ). In other words, the U components of our hypothetical trajectory must

be the original homoclinic orbit in the original profile equation

U ′ = F (U, φ0; c)

without non-local coupling. Last means that the feasible trajectory of point I in back-

ward time must come to the section Σ along the vectors marked by Γ.

Comparing Fig.5.5(a) and Fig.5.5(b), we conclude that for µ = 0 our system displays

an inclination flip with respect to the stable manifold. In exactly the same way one

can show an inclination flip with respect to the unstable direction while considering the

extension of the profile equation by one unstable direction (with +σ)

U ′ = F (U, φ0; c)

Y ′ = σY −BU.
(5.22)

In this case the same considerations can be applied, keeping in mind that Y becomes

now the leading unstable direction of Eq.(5.22) and Fig. 5.5(b) can be used with the

reversed directions of the arrows.

5.3.5 Summary: Codimension-4 homoclinic orbit

Summarizing our results for µ = 0, we find a codimension-4 homoclinic orbit in the

profile equation for travelling waves in the reaction-diffusion system (5.7) with non-local
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coupling given by Eq. (5.8). Here, we present the list of the bifurcations together with

the assumptions, under which we find the degeneracies:

1. Inclination flip with respect to the stable manifold (extended equation (5.21)). As-

sumption: −σ is the leading stable eigenvalue ofA(0), i.e. the matrix ∂UF (0, φ0; c0)

has no eigenvalues with real part between −σ and 0.

2. Inclination flip with respect to the unstable manifold (extended equation (5.22)).

Assumption: σ is the leading unstable eigenvalue ofA(0), i.e. the matrix ∂UF (0, φ0; c0)

has no eigenvalues with real part between 0 and σ.

3. Resonance condition for the leading eigenvalues ±σ. Assumption: the matrix A

has a specific form, given by Eq. (5.13). This can be violated, for example, by the

choice of temporarily inertial non-local coupling like in [93].

4. Existence of the homoclinic orbit itself (existence of solitary pulse in PDE for

µ = 0). Assumption: there exists a solitary pulse without non-local coupling.

We would like to stress that the high codimension of the bifurcation at µ = 0 does not

depend on the particular system and is solely provided by the non-local coupling. The

first two assumptions can be fulfilled by the choice of sufficiently large coupling range,

i.e. by the smallness of σ, while the third one follows naturally from the symmetry of

the coupling function e−σ|y|. In this sense the high codimension of the solitary pulse at

µ = 0 and the bifurcation to pulse pairs is a generic feature of systems with non-local

coupling.

Three of the four bifurcation are unfolded upon switching on non-local coupling by

setting µ 6= 0. Each of the found homoclinic bifurcations can produce 2-homoclinic

orbits, see Table I and Table II in [34]. Bifurcations to 2-homoclinic orbit for the profile

equation (5.14) correspond to the emergence of bound states with 2 pulses with the

same velocity in the full PDE system. All three bifurcations were precisely detected

numerically in the Oregonator model at µ = 0 by the continuation software AUTO [39].

5.3.6 Stability of bound states

Stability of the bifurcating bound states can be determined in the general framework of

the stability of multi-bump pulses [17]. Under assumption of large interpulse distance
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the interaction of the pulses within a bound state is weak and can be estimated from

the decay properties of the corresponding solitary pulse.

Suppose that we have found a bound state for µ = µ0 close to µ = 0. The interpulse

distance Lp in the bound state is considered to be large. To simplify our analysis, we

assume that the leading eigenvalues of the matrix A(0) for µ = µ0 are given by νs < 0

and νu > 0, where νu > −νs. The last means that the exponential wake behind the

pulse decays slower that in the front of it, which is quite often the case if the velocity

of the pulse is not zero. The critical spectrum of the bound state with two pulses is

then given by two point eigenvalues, one of which is necessarily λ = 0, representing the

translation invariance of the pulse pair.

The second eigenvalue describes the interaction of pulses within a bound state and

thus decides upon the stability of the pulse pair. Under the above assumptions on the

matrix A(0), this eigenvalue is given by [14, 17]

λi = − 1
M
〈ψ(Lp/2), v(−Lp/2)〉,

where M is the Melnikov integral for the solitary pulse, v(z) and ψ(z) are the solutions

to the linear equations (5.15) and (5.16) for the solitary pulse.

The easiest way to determine the sign of λi is to check the stability of periodic pulse

trains with interpulse distance Lp. The sign of

− 1
M
〈ψ(Lp/2), v(−Lp/2)〉

decides upon the stability of periodic pulse trains as well [16]. Equivalently, the location

of the circle of the critical eigenvalues is determined by the above scalar product.

As a result, a pulse pair with interpulse distance Lp is stable if the corresponding

spatially periodic pulse train with the same wavelength is stable. For large wavelengths,

there is a relation between the slope of the dispersion c(L) and the stability of wave

trains, which says that for d
dL c(L) > 0 the wave trains are stable [15]. Thus it is

possible to predict the stability of the bound state from the slope of the dispersion curve

for the appropriate periodic pulse trains with the wavelength L = Lp.

5.4 Discussion and outlook

In this chapter, we have shown that non-local coupling in the form of exponentially de-

caying connections between the elements of the medium leads to the emergence of bound
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states of pulses. The results of our analysis were obtained under general assumptions

on the underlying equations and thus are applicable to a wide class of reaction-diffusion

systems under influence of non-local coupling with exponentially decaying strength.

The central point of our analysis was the case where the coupling strength µ was equal

to zero. The homoclinic orbit which describes the solitary pulse for µ = 0 was shown to

be of codimension-4. Upon switching on non-local coupling, the homoclinic orbit became

a generic one of codimension-1. This unfolding of the codimension-4 bifurcation leads to

the emergence of N -homoclinics that correspond to bound states in the reaction-diffusion

system with non-local coupling. Our results also apply to a non-local coupling with a

sufficiently small temporal inertiality τ [93]; in this case the matrix A in Eq. (5.12) is

slightly different and the leading eigenvalues of A are not in resonance anymore. We

would still have a codimension-3 homoclinic orbit, which can bifurcate to double pulses.

We stress that the high codimension of the bifurcation is provided essentially by the

form of the non-local coupling and does not depend on the particular properties of the

pulses in the reaction-diffusion system. In our numerical computation with continuation

software the predicted bifurcations were accurately detected, which can be considered

as a numerical proof of the theoretical analysis. Additionally, in the numerically investi-

gated example the bound state has been shown to be linearly stable, which can be seen

as a first step towards real experimental verification of the results.

There are still some open questions about the considered bifurcations. We have

shown two inclination flips and resonant homoclinic orbit simultaneously for µ = 0.

Both flip bifurcation and resonance condition can produce 2-homoclinics and so far it is

not clear which specific bifurcation leads to the emergence of bound states. The interplay

of two inclination flip bifurcations with the resonance condition assures an even more

intriguing dynamical behaviour than near a codimension-3 point [91, 92].
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Chapter 6

Conclusions

In the presented Thesis we theoretically studied the dynamics and stability of solitary

pulses and periodic pulse trains in excitable media. Despite the great variety of the

particular profiles of pulses, two generic cases can be distinguished: i) pulses with os-

cillations in the tail and ii) pulses with monotonous tail. For pulses of both types we

report the phenomenon of anomalous dispersion and alternating pulse interaction in

dependence on the interpulse distance.

6.1 Pulses with oscillations in the tail

Pulses with oscillatory tails provide a potentially richer dynamics, which can be already

seen on the level of profile equations. Such pulses are described by a homoclinic orbit

to an equilibrium with complex-conjugate eigenvalues, which provide the oscillations in

the asymptotic behavior. Since the works of Shilnikov it was known that such pulses are

accompanied by a set of multi-pulses (or, equivalently, bound states in the language of

reaction-diffusion systems) and infinitely many periodic solutions.

For reaction-diffusion systems this type of pulses is shown to exist close to the tran-

sition between excitable and oscillatory kinetics. In the same time, this is the region of

the transition between trigger and phase waves, which are natural spatial solutions for

excitable and oscillatory local dynamics, respectively. With the help of model equations,

which describe the light-sensitive Belousov-Zhabotinsky reaction, we clearly resolved the

transition to the pulses with oscillatory tails and then the transition to phase waves.

Under increase of the ”excitability” parameter of the system, the transition from

103
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trigger to phase waves includes the following steps: (i) Emergence of tail oscillations

behind the solitary pulse. In the same time the dispersion curve of trigger pulse trains

becomes oscillatory. (ii) Hopf bifurcation in the profile equation, which corresponds to

the emergence of undamped tail oscillations of the solitary pulse. The oscillations in

the dispersion curve of periodic waves becomes also undamped. This Hopf bifurcation

introduces the phase waves with finite velocity.(iii) Collision of branches of trigger waves

and phase waves and successful disappearance of trigger wave trains in series of saddle-

node collisions. The only waves that survive are the phase waves. The point of the

collision of trigger and phase waves branches defines the boundary between regimes of

trigger waves and phase waves.

The bifurcation parameter which gives us access to different regimes represents the

intensity of the applied light illumination in the experiment. This suggests that the

found phenomenon can be found in future experiments.

As mentioned above, for the pulses with oscillations in the wake we find wiggly dis-

persion curve of periodic pulse trains. A new particular feature of this kind of dispersion

is the presence of domain of bistability, where two pulse trains with the same wavelength

can propagate at different velocities. Two stable solutions are separated by the unstable

one. We presented a detailed stability analysis of the coexisting pulse trains, belonging

to the same domain of bistability. The possible instabilities of wave trains of wavelength

L include: (i) period-doubling bifurcation, which can be seen on a periodic domain of

length 2L. (ii) Long-wavelength or Eckhaus instability, which is characterized by the

change of the curvature sign of spectrum at the origin. (iii) A short-wavelength insta-

bility, which can be already be seen on periodic domains of length L. This instability is

described by the circle of critical eigenvalues detached from the origin.

6.2 Pulses with monotonous tails

Oscillatory tails of pulses are not the only reason for the existence of locking-type phe-

nomena between pulses. Monotonous tails can provide attractive interaction and thus

anomalous dispersion as well. In this case, however, the type of interaction does not

alternate periodically with the interpulse distance.

In the last part of the Thesis we show that including non-local interaction in the

form of long-range coupling between the elements of the medium leads to new features

of pulse interaction, including the emergence of bound states and anomalous dispersion.
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Physically the phenomenon can be understood as the interplay between activating and

inhibiting type of non-local coupling, which is controlled by the sign of the coupling

strength µ. The emergence of bound states and anomalous dispersion was analytically

proven to occur precisely at µ = 0.

More detailed theoretical considerations base on the analysis of the profile equation,

where we analytically showed that the solitary pulse at µ = 0 undergoes a certain

bifurcation of a high codimension. Unfolding of this bifurcation (turning on the non-

local coupling) leads to the emergence of N -pulses (or bound states). In the same

time the dispersion of periodic pulse trains demonstrate an overshoot, followed by an

anomalous part with negative slope. We calculated the spectra of periodic solutions

close to the overshoot and revealed the fine details of the stability of pulse trains. It

turned out that the pulse trains become unstable through a long-wavelength instability

prior to the period doubling. However, the period-doubling instability can be relevant if

we consider the system on a relatively small domain with a length of several wavelengths

of the pulse train.

The results of the last chapter are applicable to the wide class of reaction-diffusion

systems since we have proven the bifurcation to N -pulses to be model-independent.

The only assumptions were on the exponential decay of the coupling function and the

broadness of the non-local coupling field. The results of the analysis can be applied to

non-local coupling with a small temporal inertiality, which makes the codimension of

the bifurcation be smaller by one.

6.3 Suggestions for further studies

Concerning non-local coupling, there is a plethora of possible further investigations, both

theoretically and experimentally. To the best of our knowledge, the dynamics of spiral

waves in excitable media under non-local coupling (or, equivalently, with a strongly

diffusive species) has not been studied. We can speculate that the presence of another

spatial scale can drastically modify the dynamics of spiral waves. In the radial direction

the non-local field should slowly approach some limit state, corresponding to the non-

local field over a plane wave. If we could tune the parameters of the system so that the

asymptotic state of the non-local field suppresses the propagation of the spiral fronts, it

were possible to create localized spiral waves on homogeneous background.

A possible two-dimensional study is also interesting for the case of oscillatory pulse
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tails. Winfree [18] has already demonstrated theoretically the coexistence of alternating

spiral waves due to the oscillations in the pulse tail, but the phenomenon of velocity

locking was not considered.

One of the experimental challenges might be the uncovering of the small oscillations

behind the pulse in the realistic Belousov-Zhabotinsky reaction. The experiments in the

laboratory of group of Prof. Engel showed some indirect tips to the existence of those

small-amplitude oscillations, but there is still no convincing evidences on that.



Appendix A

Group velocity of periodic wave

train and its spectrum

Here, our aim is to show that the slope of the dispersion curve c(L) which we will call

here group velocity of the wave train, is equal to the first derivative of the essential

spectrum λ(iγ) at the origin

−cg =
d

dL
c(L) =

d

dγ
Imλ(γ)

∣∣∣∣
γ=0

.

The derivation is an adapted first-order version of the analogous proof in [94]. Another

difference is that we use the formulation of dispersion in terms of wavelength L and

phase velocity c instead of wave number k and frequency ω as in [94].

We consider wave trains, i.e. periodic solutions to the profile equation

DU ′′ + cU ′ + F (U) = 0, ′ = ∂z

cast as a first-order system

u′ = f(u; c), 0 < z < L (A.1)

where

u =

(
U

V

)
, f =

(
V

D−1[−cV − F (U)]

)
. (A.2)

The linearization around the wave train, given by

DV ′′ + cV ′ + FU (U)V = λV (A.3)
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can be written as a first order system as well

v′ = A(z;λ)v (A.4)

with the matrix A is given by

A(z;λ) = ∂uf(u(x); c) + λB, B =

(
0 0

D−1 0

)
. (A.5)

We note from Eq. (A.2) and Eq. (A.5) that

∂cf = −Bu′, ′ = ∂z. (A.6)

We can reformulate the eigenvalue problem (A.5) with the help of the operator

T (λ) : v 7−→ dv

dz
−A(·;λ)v (A.7)

in the following form

T (λ)v = 0.

Later on we will need a solution ψ of the adjoint problem

T ∗(λ)ψ = 0.

We recall that λ is in the essential spectrum of the wave train if, and only if, the

boundary-value problem

v′ = A(z;λ)v, 0 < z < L

v(L) = eiγv(0)
(A.8)

has a solution for some γ ∈ R.

Typically, periodic wave trains live in families on the dispersion curves c = c(L). We

rescale the co-moving coordinate by introducing a new coordinate x = z/L. From now

on we have
′ := ∂x = L∂z.

The profile equation reads then

1
L
u′ = f(u; c), 0 < x < 1 (A.9)
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and the linearized problem Eq. (A.8)

1
L
v′ = A(x;λ)v, 0 < x < 1

v(1) = eiγv(0),
(A.10)

where we omitted the rescaling of γ. With v = eiγxw we obtain from Eq. (A.10)

1
L
w′ =

[
A(x;λ)− iγ

L

]
w,

w(1) = w(0).
(A.11)

For the operator T (λ) we obtain then

T (λ) : v 7−→ 1
L

dv

dx
−A(·;λ)v +

iγ

L
v, A = ∂uf(u(x;L); c(L)) + λB (A.12)

With the substitution u = u(x;L), we take the first derivative of Eq. (A.9) with

respect to L

1
L
∂Lu

′ − 1
L2
u′ = ∂uf(u(x;L), c(L)) ∂Lu+ ∂cf(u(x;L), c(L))

d

dL
c(L),

which we rewrite with the help of the operator T (λ) from Eq. (A.12)

T (0) ∂Lu =
1
L2
u′ + ∂cf(u(x;L), c(L))

d

dL
c(L). (A.13)

Next, we substitue w = w(x; γ) and take the first derivative of Eq. (A.11), evaluating

it at γ = λ = 0

1
L
∂γw

′ = ∂uf(u(x;L); c(L)) ∂γw +
d

dγ
λ(γ)Bw + λB ∂γw︸ ︷︷ ︸

=0

− i

L
w − iγ

L
∂γw︸ ︷︷ ︸
=0

,

which again can be reformulated with the operator T (λ) (see Eq. (A.12)) as

T (0) ∂γw =
d

dγ
λ(γ)Bw − i

L
w. (A.14)

We note that the functions on the right-hand sides of Eq. (A.13) and Eq. (A.14)

belong to the range of the operator T (0). This means that their product with a function

ψ from the null-space of the adjoint operator T ∗(0) must vanish:

〈ψ, 1
L2
u′ − d

dL
c(L)Bw〉 = 0,

〈ψ, d
dγ
λ(γ)Bw − i

L
w〉 = 0,

(A.15)
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where we used Eq. (A.6) with ∂z = L−1∂x

∂cf(u(x;L); c(L)) = − 1
L
Bu′

together with w(x; 0) = u′(x;L). Eliminating 〈ψ,Bw〉 from Eq. (A.15) and using the

normalization

〈ψ, u′〉 = 1,

we obtain
d

dL
c(L) =

d

dγ
Imλ(γ)

∣∣∣∣
γ=0

,

which means that the sign of the slope of the dispersion curve c(L) coincides with the

orientation of the curve of the essential spectrum at zero.



Appendix B

Law of Mass Action

Suppose that we have a reversible chemical reaction with N reagents Rj , j = 1, . . . , N

and M products Pj , j = 1, . . . ,M , given by

N∑
j

αjRj 

M∑
j

βjPj ,

where αj and βj are natural numbers that denote the number of molecules of reagents

and products involved in a single reaction step.

The rates of the forward and backward reactions are then given by [95]

[forward rate] = k1

N∏
j

R
αj

j ,

[reverse rate] = k−1

M∏
j

P
βj

j .

(B.1)

The above formulae show that the rate of the reaction is directly proportional to the

product of the n-th orders of the reagent concentration. Physically it means that the

rate of the reactions depend on the probability of (nearly) simultaneous collision of the

corresponding number of the reagents molecules.

For the following hypothetic reaction

A+ 2B → C

the rate would be proportional to the concentration of A and to the square of the

concentration of B, i.e.

[forward rate] = k1[NA][NB]2. (B.2)
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The constant k is determined by the conditions like temperature, pressure and so on. We

can immediately write down the differential equation, describing the temporal evolution

of the concentration of the reagent A:

d

dt
[NA] = k1[NA][NB]2.

From Eq. (B.1) we can derive the condition for the stationary non-equilibrium state

[forward rate] = [reverse rate],

which reads

k1

k−1
=

N∏
j
R

αj

j

M∏
j
P

βj

j

= const.

The above equation is the statement of the law of mass action. In words it means: when

a reversible reaction has attained equilibrium, the reaction quotient1 remains constant.

1The reaction quotient is the ratio of molar concentrations of the reactants to those of the products,

each concentration being raised to the power equal to the coefficient in the equation.
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