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Booth, Victoria and Amitabha Bose. Neural mechanisms for gen-that a rat's location can be more accurately predicted when
erating rate and temporal codes in model CA3 pyramidal cellgoth rate and phase information are taken into account (Jensen
J Neurophysio85: 2432—-2445, 2001. The effect of synaptic |nh|b|t|orﬁmd Lisman 2000).

on burst firing of a two-compartment model of a CA3 pyramidal ce . . .
is considered. We show that, depending on its timing, a short dose oiDeSplte the fact that much of the hippocampal anatomy is

fast decaying synaptic inhibition can either delay or advance tK@OWN, the neural mechanisms generating the changes in firing
timing of firing of subsequent bursts. Moreover, increasing th@te as the place field is crossed and the phenomenon of phase
strength of the inhibitory input is shown to modulate the burst profilerecession have not been completely determined. Place cells
from a full complex burst, to a burst with multiple spikes, to singlare known to receive excitatory synaptic projections from
spikes. We additionally show how slowly decaying inhibitory inputientate granule cells (Claiborne et al. 1986) as well as cholin-
can be used to synchr_onizeanetwork of py_ramidal cells. Implicatioggsgic excitation from the medial septum (Shute and Lewis
for the phase precession phenomenon of hippocampal place cells 8§83). They also receive synaptic inhibition from a variety of
for the generation of temporal and rate codes are discussed. interneurons (Freund and Buks4996) that are influenced by
GABAergic projections from the medial septum (Freund and
Buzsi 1996). In addition, place cells project to interneurons
(Csicsvari et al. 1998) offering the possibility of feedback
Place cells in region CA3 of rat hippocampus have be@mhibition after place cell firing (Karnup and Stelzer 1999). The
observed to fire in a spatially specific and a temporally specititeta rhythm may further modulate place cell firing (Kamondi
manner. As the rat enters a place field, the corresponding platel. 1998).
cell, generally considered to be a pyramidal cell, commencesSeveral models to account for place cell firing patterns have
firing (O’Keefe and Dostrovsky 1971), and a change in firingeen proposed (Bose et al. 2000; Jensen and Lisman 1996;
rate has been observed as the place field is crossed. TKemondi et al. 1998; Tsodyks et al. 1996; Wallenstein and
experimental studies observed an increase in the firing rateHesselmo 1997). In some of these models, the phase of place
the center of the field was approached and then a decreaseddisfiring within the place field is essentially environment
the field was exited (O’Keefe and Recce 1993; Skaggs et dfiven with precession occurring as a result of recall of stored
1996). This firing rate change has been modeled as a twoemories for neighboring locations (Jensen and Lisman 1996;
dimensional Gaussian function of the animal’'s Cartesian locesodyks et al. 1996; Wallenstein and Hasselmo 1997). Alter-
tion in the environment (O’Keefe and Burgess 1996). In matively, phase precession has been achieved by varying the
study of CA1 pyramidal cells, a more monotonic increase total amount of depolarization to the cell (Kamondi et al.
firing rate was observed with lowest firing rate at the beginniriP98). The models that address the firing rate changes within a
of the place field and highest rate at the end (Mehta et al. 2000lace field rely on increasing depolarization to the cell as the
The preferential firing of place cells in place fields suggestsptace field is crossed to achieve the observed rate pattern
firing rate code for location, and the observed changes in firifijamondi et al. 1998; Tsodyks et al. 1996). We have previ-
rate as the field is crossed may code for location within theusly proposed a minimal CA3 network model (Bose et al.
field. A specific relationship between timing of place cell firin@000) that uses synaptic inhibition to control the timing of
and the hippocampal electroencephalogram (EEG), or thelace cell firing and generate the onset, occurrence, and end of
rhythm, has also been observed as a rat runs along a linphase precession. As only the burst envelope of place cell
runway. Namely, the phase of the theta rhythm at which a plafieéng was modeled, mechanisms to account for the changes in
cell fires systematically precesses as the place field is crosfiddg rate as the place field is crossed were not addressed.
(O’Keefe and Recce 1993; Skaggs et al. 1996). Each time thdt has been shown both in experiment and in models that
animal enters the place field, firing begins at the same phaisdibitory input to pyramidal cells can alter their firing pattern.
and over the next 5 to 10 cycles of the theta rhythm it unddr CA3 pyramidal cells in vitro (Traub et al. 1994) and in
goes up to 360° of phase precession. These findings suggestticompartmental models (Kepecs and Wang 2000; Traub et
that there may also be a temporal code for location in the phase
of firing relative to the theta rhythm. It has recently been shownthe costs of publication of this article were defrayed in part by the payment
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al. 1994), inhibition arriving at dendritic locations could supsynchronous oscillations (Pinsky and Rinzel 1994; Traub et al.
press the onset of bursting. It was additionally observed in th893). We show that synaptic inhibition is an alternate mech-
model, that dendritic inhibition, when timed appropriatelyanism for synchronizing a network of pyramidal cells, as has
truncated the somatic burst envelope (Traub et al. 1994). been demonstrated in vitro in the CA1 region by Cobb et al.
these pyramidal cells, complex burst firing depends on a d€a995). Moreover, we show that bistability can be obtained
dritic Cef*-based depolarization supporting sodium action pbetween synchronous and out-of-phase network rhythms.
tentials initiated closer to the soma. Usually these complex

bursts are initiated by leading sodium spikes that back-propa-

gate to trigger the dendritic depolarization. Traub et al. (1999(')O PEL AND METHODS

surmised that the effects of inhibition on burst waveform wengodel

a result of suppression of dendritic €abased depolarization.

Suppression of dendritic a-based spikes by synaptic inhi  The CA3 pyramidal cell model developed by Pinsky and Rinzel
bition was observed in dendritic recordings of hippocampé&gg“f 199_5) consists of a soma compartment electrotonlcall_y coupled
pyramidal cells in vitro (Miles et al. 1996; Tsubokawa aniP 2 dendrite compartment. The soma compartment contains a fast,

Lo P Inactivating sodium current and a potassium delayed-rectifier current
Ross 1996) and in vivo (BuZsaet al. 1996). Furthermore.’ and, when isolated from the dendrite compartment, repetitively fires

dependmg on _the Str?ngth,an_d ,t',m'ng of the inhibition, r,elat_'vfction potentials at a range of frequencies (from very low up to 300
to leading sodium spikes, inhibition could delay the activationy) in response to maintained applied currentThe dendrite com

of the dendritic C&"-based spike, or it could abort an alreadyartment contains a calcium current and two potassium currents. A
activated spike (BuZgaet al. 1996). While in some of theseslowly activating afterhyperpolarization (AHP) current has gating
studies, suppression of the calcium spike resulted in no olaiableq that depends only on €a concentration. The other potas
served change in somatic firing (Tsubokawa and Ross 1996)siwm current is fast activating with activation depending on voltage,
cortical pyramidal cells, when the dendritic calcium spike wa!t the conductance also contains a saturating term that depends on
inhibited, the associated action potential burst was complet&i§ _concentration. When isolated from the soma, the dendrite com
abolished (Larkum et al. 1999). In a modeling study of a CA! r:men: generatesllo(\j/vt-freqtl:]encf&tbatseq swketi. Wheg tlhg_ Celm
pyramidal neuron, dendritic inhibition could modulate somat artiments are coupied ‘ogether electirotonically, e model dispiays a

AR ariety of firing patterns in response to somatic applied current or
firing in @ more graded manner (Kepecs and Wang 2000). gengritic synaptic input, including very low-frequency bursting (less

In this paper, we investigate the effects of synaptic inhibitiofan g Hz), low-frequency bursting (8—20 Hz), and fast, periodic
on burst firing of a model CA3 pyramidal cell. We consider gpiking (30 Hz). Bursting occurs in the model due to interactions
two-compartment model, developed by Pinsky and Rinze¢tween the soma and dendrite compartments in what has been dubbed
(1994, 1995), synaptically coupled to an excitable interneurcsoma-dendritic “ping-pong” (Wang 1999). Specificallyparst is initi-

We find that synaptic inhibition can advance or delay thated bye_tsomatic _sodiL_Jm spike that triggers a dendritic calciur_n spike.
timing of burst firing with the timing of inhibition determining Successive somatic spikes in the burst are caused by depolarization of
the effect. As a result, periodically timed inhibition can altefl® Soma by the slower dendritic calcium spike. The burst ends when
the frequency of burst firing, acting to increase or decrease |ttn‘F dendritic calcium spike ends. The burst profile is not uniform but

I iS characterized by an interval of high-frequency, damped spiking in
? rgnge aijound fjhe mtrm.S'C burst fLequﬁan.Y- Furtherm%rel, & middle due to the large dendritic depolarization during the calcium
Ind that, depending on its strength, inhibition can modulalgye overdriving the somatic spike generator. We consider the model
calcium influx into the dendrites, such that the cell will fire fully the very low-frequency bursting regime with somatic applied

complex bursts, bursts with a small number of spikes, or singlgrrenti_ = 0.5 (wA/cm?). With this low level of stimulation, the

spikes. This results in a mapping between synaptic weightpdel displays periodic bursting at approximately 1.5 Hz.

firing frequency, and burst waveforms. We synaptically couple this pyramidal cell to an excitable inter-
While the two-compartment model has sufficient detail toeuron (Fig. 1) that generates an action potential in response to a brief

generate complex bursts with compartmentally Segregaﬁﬁphed_ current pulse or synaptic excitation. The interneuron is mod-

mechanisms (Pinsky and Rinzel 1994) (and Mme), we eled with the Morris-Lecar equations (Morris and Lecar 1981). We

take advantage of its relative simplicity to analyze the eﬁecglgnsider two synaptic architectures in this two-cell network. In the

AP - . rst network structure, the only synaptic connection is between the
of inhibition on burgt flrlng using Phas‘? plane methods. interneuron and the pyramidal cell with fast inhibitory synaptic cur-

g g ! . o Mént arriving to the dendrite compartment. With this network, we
underlying complex burst generation. Briefly, in a repetitivelyonsider the effect of inhibition arriving during the interburst interval.
bursting neuron, we find that burst initiation does not strictly the second network structure, in addition to the connection between
depend on dendritic mechanisms but depends more on ifterneuron and dendrite compartment, the soma compartment of the
interaction between somatic and dendritic voltages. Dendritigramidal cell makes a fast excitatory synaptic connection back onto
inhibition has the effect of decoupling these two influences tbe interneuron. With this network structure, where the pyramidal cell
reveal the distinction. We also find that, when inhibition mod€ceives feedback inhibition from the interneuron, we consider the
ulates the dendritic active response, the interaction betweidfgcts of inhibition arriving during a burst. We do not include a
somatic and dendritic voltage, sometimes referred to as sormgiaPtic delay in either connection.
dendritic “ping-pong” (Wang 1999), plays a crucial role in he equations for this two cell network are
determining burst waveform. . o CaVE= Ve 1)~ e onlVa ) IV + 1P+ GV — Vol

Using the results of synaptic inhibition on a single pyramidal
cell, we additionally investigate the effects of inhibition or€,Vi= —lca(Vs ) = lk-c(Va € C&) — I anp(Va, @) — lLeal Vo)
anatomically isolated or weakly connected pyramidal cells. + GuVe — V)l = P) — GonSon(Va — Vi)
Previous modeling studies have shown that a network of py-
ramidal cells with fast, recurrent excitatory synapses display CoVi = —lcaV) = 1e(Vi, W) — 1L(V) + | = GexSoxd Vi — Vexd
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r . azolepropionic acid (AMPA)—mediated excitation and GABA-A—-me-
Pyramidal Cell diated inhibition.

Methods

In REsuLTS we analyze the effect of inhibition on burst firing using
phase plane methods. Strictly speaking, phase plane methods are only
appropriate for use on two-dimensional equation systems. We may
L \ ad ) apply these methods to the pyramidal cell model, however, by re-
stricting the analysis to the silent phase of bursting. During the silent
phase, several variables are approximately constant so that each

Fast Excitation
compartment reduces to essentially a two-dimensional system. Spe-
gexc gi h cifically, in the soma compartment during the silent phase, the sodium

Dendrite

;

Fast Inhibition

inactivation variableh is approximately 1 and does not change sig-
nificantly until somatic voltage increases past 0 mV, near the peak of

the leading sodium spike of the burst. Thus, leading up to burst
initiation, the soma dynamics are governed byVWh@ndn equations.
Similarly, the dendrite dynamics during the silent phase are essentially
governed by th&/, andq equations. The gating variablesndc of

.

the calcium current and the voltage-activated potassium current, re-
spectively, are approximately 0, as is “CaconcentrationCa. By
restricting our attention to the silent phase of bursting, leading up to

FG. 1. Pinsky-Rinzel (1994) 2-compartment CA3 pyramidal cell synaptPUrSt initiation, we may consider the soma trajectory in e~ n
cally coupled to an excitable interneuron. Inhibitory (excitatory) synaptiehase plane and the dendrite trajectory inhe— q phase plane.
current from interneuron (soma compartment of pyramidal cell) to dendrite In phase plane analysis of single compartment models, the trajec-
compartment of pyramidal cell (interneuron) controlled by maximal condutory is governed by the position of the nullclines of each equation, and
tanceging, (Gexd- these nuliclines are stationary for fixed values of parameters. For our

phase plane analysis of this two-compartment model, we consider

whereV,, Vg, andV; are voltages in the soma and dendrite comparseparate phase planes for each compartment, and the trajectory for
ments and the interneuron, respectively. We refer the reader to #seh compartment is determined by the position of its respective
original references of the pyramidal cell model for the ionic curremtullclines. But the compartments, and thus their phase planes, are
terms, gating equations, intracellular calcium equation, and paramdteked through the coupling current,,,, = g.(Vq — VJ/p. As the
values (Pinsky and Rinzel 1994, 1995). In our phase plane analysigltages evolve, the coupling current continuously changes. Hence the
however, we will refer specifically to the gating variablegfor the nullclines in each phase plane are not stationary but are continuously
somatic, delayed-rectifier current) aqdfor the dendritic, slow AHP moving. During the silent phase, both voltages, and thys, evolve
current), and to the intracellular calcium concentration in the dendriglpwly, and we can track trajectories in each phase plane relative to
Ca. The parameteg, is the coupling conductance between comparglowly moving nuliclines.
ments, andp represents the fraction of the total area of the cell Another difference in the phase plane analysis of a two-compart-
occupied by the soma compartment. The ionic current terms for theent model compared to that of a single compartment model is the
interneuron aré-(V.) = g (V)(V; — Vo), (Vi W) = g w(V; —  effect of brief synaptic current. In a single compartment model,
V,) andl (V) = g.(V, — V,). The gating equation fow is w = inhibitory synaptic current, for example, shifts down the voltage
0.08w..(V;) — wl/7,(V,). The steady-state activation functions arequation nulicline, which generally has a cubic shape. When the
m,(V,) = 0.5{1 + tanh [; + 1.2)/18]} andw,(V,) = 0.5{1 + synaptic current shuts off, the cubic nullcline returns to its original
tanh [, + 25)/11]}. The time constant function is,(V;) = 1/ position. In the two-compartment model, inhibitory synaptic input to
cosh [, + 25)/22]. The maximal conductances (in mSfgrare one of the compartments has a similar effect of shifting the cubic
Oca = 44,09« = 8, 9. = 2. The reversal potentials (in mV) arenulicline down. But when the synaptic current shuts off, the nulicline

Vea = 120,V = —84 andV, = —60. Membrane capacitance ismay not return to its original position because the voltages in each
C,, = 3 wF/cn?. The applied current to the interneuronljs= 88 compartment, and thus,,,, are not the same as before the synaptic
wAlcm?, which assures that the interneuron is excitable. input.

The strength of synaptic current is governed by a maximal conduc-
tanceg;,, for the synapse from interneuron to pyramidal cell@gd ResurLTs
for the synapse from pyramidal cell to interneuron. In the first synaptic
architecture we consideg,,.is set to zero, then it is made nonzero foinhibition arriving before a burst delays burst firing
the second network structure (see figure captions for values). The ) ) o
reversal potential in the synaptic current terms determines whether théVe consider the effect of a single dose of synaptic inhibition
synapse is excitatory or inhibitory; we 3ét, = —80 mV andV,,.= arriving during the interburst interval on the timing of subse-
0 mV. The dynamics of the synaptic currents are governed by equpient burst firing. We consider the pyramidal cell-interneuron

tions of the form network structure with one synaptic connection from the in-
, terneuron to the dendrite compartmegf,( = 1 andge,. = 0
Sinvexe = &H-(Vx = Vinres (1 = Suvexd — BH-(Vinvesn = VodSverc mS/cnf). The interneuron is made to fire by giving it a brief

whereV, is presynaptic voltage. The Heaviside functibh,, is used applled qurrent pu[se of sufficient magnitude tp g.enerate a
to enforce the synaptic threshold. The constants2 mS *andg = Single action potential. The soma voltage traces in FigZ;,

1 mS * are the rise and decay rates, respectively, of the synapse, 8@W a delay in burst firing caused by the inhibition. In Fig, 2
Vivesn = —10 mV is the synaptic activation threshold. We worknO inhibition is given, and the pyramidal cell displays very
primarily in the regime where the synaptic currents are fast acting al@w-frequency, periodic bursting. In Fig. B and C, the
decaying, meant to mimica-amino-3-hydroxy-5-methyl-4-isox- interneuron is stimulated so that inhibition arrives before py-
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FiG. 2. Delay in timing of burst firing due to synaptic inhibition given before burst firgyg, (= 1 andg.,. = 0 mS/cnf). A:
pyramidal cell bursting at very low frequency with no inhibition given (soma voltage shd@wmdC: interneuron fires at phases
6 = 300° B) and 350° C), causing phase delays of approximately 28} gnd 55° C) in somatic burst firingtpp trace soma
voltage; bottom trace inhibitory postsynaptic current (IPSC) received at the dendrite compartnignijhase resetting curve
plotting new phas® — ¢ in response to inhibition arriving at different phasem the burst cycle, where is phase delay.

ramidal cell firing. Thebottom tracesshow the inhibitory only a 1- to 2-ms lag between the applied current pulse to the
postsynaptic current (IPSC) at the dendrite compartment. Sinoterneuron and the IPSC in the dendrite compartment. Also
the synapse is fast and no synaptic delay is modeled, ther@dge that the inhibition decays quickly. The synaptic inhibition
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delays firing of the next burst with the amount of delay demidal cell model with phase plane methods, starting with an
pending on its time of arrival. Figurel2shows a summary of analysis of burst initiation. An interesting insight revealed by
this effect as a phase resetting curve where the phase thé analysis is a subtle difference in the mechanism of burst
inhibition arrivesé is plotted on thex-axis, and the resultant initiation than is described in the original model paper (Pinsky
new phase after inhibition is plotted on tiz@xis. To interpret and Rinzel 1994). In the very low-frequency bursting regime,
the diagram, we associate 360° in phase to the intrinsic periBohsky and Rinzel (1994) describe that the duration of the
of the pyramidal cell. We calculate the time difference betweesilent phase is determined by the potassium AHP current in the
when the inhibited pyramidal cell fires and when it would haveéendrite compartment. In particular, they propose that when
fired in the absence of inhibition. This time is then converted the slow gating variableg, for this current passes below a
a phase¢. The new phase i9 — ¢. If inhibition arrives threshold value, a somatic sodium spike is triggered, thus
immediately following a burst and up to approximately 260° imitiating a burst. Our analysis shows that while the decay of
the burst cycle, it has virtually no effect on burst firing as seaghe gating variable governs the duration of the silent phase,
by the new phase being approximately equal to the old phages actually the resulting slow rise iWy that leads to burst
When inhibition arrives closer to the time of burst firing, iinitiation. So, instead of there being a threshold valuedor
delays the next burst, thus shifting its phase back. The amotimre is aV, threshold,V§, that must be crossed to trigger the
of delay or phase shift increases as the timing of inhibitideading sodium spike of the burst. In a normal burst cycle, the
approaches the time of burst firing with a maximal delay, witblow rise inV is determined primarily by the decreasejirbut

this set of model parameters, of about 55° or 100 ms. inhibition arriving before a burst decoupl&s, from g, thus

A similar delay effect of inhibition is obtained when therevealing this distinction.
intrinsic frequency of the pyramidal cell is varied by changing For our phase plane analysis, we refer to the soma compart-
the value of the applied current to the soma compartmenentV, — n and dendrite compartmeit, — g phase planes
I Forlgvalues between approximatety0.2 and 1.3.A/cm?,~ shown in Fig. 3. In both phase planes, the burst trajectory of
where the pyramidal cell displays very low-frequency burstingig. 2C is shown by the heavy curve (arrows indicate flow
in the range from 0.4 to 4 Hz, inhibition arriving during thedirection). At the beginning of the silent phase (indicated by
interburst interval delays the following burst, and the amoufgp” in Fig. 3, AandB), V,andV, are hyperpolarized resulting
of delay increases as the timing of inhibition approaches tirea hyperpolarizing coupling current in each compartment that
time of firing. The maximal delay obtained and the range @ushes thé&/, andV, cubic nullclines down to the positions at
phases where the delay is observed depends on the intriribie lower boundaries of the shaded regions. In the soma com-
burst frequency. For example, for higher intrinsic frequencig@rtmentV, — n phase plane, the local minima or left knee of
obtained with larger values df, delays are first observed atthe V, cubic is below then-nulicline (thin dashed curve). This
earlier phases, and the maximal phase delay is larger. results in a fixed point on the lefthand branch of thecubic

In this study, we consider the inhibition arriving to theat the intersection of the two nullclines, which prohibits the
dendrite compartment. The same delay effect is obtained if tbema from spiking. Because of the fast dynamics in the soma
inhibition arrives instead to the soma compartment. In fact, ttempartment, the soma trajectory moves to within a small
phase where delays are first observed and the maximal phasighborhood of this fixed point at the beginning of the silent
delay are basically the same as those obtained above. phase.

An interesting result of this effect is that if the inhibition is During the silent phase, the electrotonic coupling between
periodic such that it always arrives at the same phase of tt@mpartments causes a slow evolution of the cubic nuliclines
burst cycle, pyramidal cell firing can be entrained to a lowén each phase plane. A4 andV, depolarize during the silent
frequency. For example, if the interneuron is paced to fire wifhase (solid portion of trajectory curves), the coupling current
a slightly longer period than the intrinsic pyramidal cell burdghcreases and the cubic nullclines slowly move up through the
period and the interneuron fires at a phase between 260° uphaded regions (direction indicated by long arrows). The den-
360° of the burst cycle such that the phase delay is equivalenite trajectory moves down the lefthand branch of the slowly
to the difference in periods, then the pyramidal cell will alwayssing V4 cubic and the soma trajectory tracks the fixed point at
be inhibited at the same phase, and firing will be entrainedtfee intersection of the slowly rising/s cubic and the
the lower interneuron frequency. We have previously provednulicline. Note that the trajectory in thé, — g plane remains
that fast synaptic inhibition can entrain a simple neuron modalvay from the knees of th€, cubic nulicline (Fig. &) as is
to a lower frequency than its intrinsic firing frequency and thaixpected since firing is initiated in the soma compartment.
the lower frequency firing is a stable periodic orbit (Bose et al. Let |, = 9.(V4 — VJ)/p denote the coupling current in the
2000). A similar proof may be applied to the present netwosoma compartment. For the uninhibited trajectoly,,,
model to show that the lower frequency firing is a stable stateaches a critical valug,,,, when the left knee of th¥, cubic
With these values of model parameters, periodic synaptic inecomes tangent to threnulicline. The position of the cubic
hibition arriving once during the interburst interval can entrainuliclines at this point is indicated by the upper boundaries of
the pyramidal cell to fire at frequencies in the range froithe shaded regions in Fig. 3. L&f be the value oW/ at the
almost 1.3 to 1.5 Hz, where the intrinsic burst frequency int of tangency of the/, and n nuliclines, also called a
approximately 1.5 Hz (simulations not shown). We note that$addle-node point. Whepg,, ,increases through,,,, the fixed
the inhibition arrives at a sufficiently high frequency, theoint on theV, nulicline disappears and, provided thatis
pyramidal cell frequency can be made arbitrarily small or everearVs, the soma can trigger the leading spike of the burst. In
completely suppressed. the uninhibited trajectory, since the soma voltage igathen

In the following paragraphs, we analyze how synaptic inhiz,,, = 1., this defines a threshold value for dendrite voltage
bition causes the delay in firing in the two-compartment pyrat burst initiation,V.
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Fic. 3. Phase plane analysis of silent phase of complex burst cyoteamaB, solid bold portion of curve indicates silent phase
where phase plane analysis is valid ARC, during silent phas¥, andV, cubic nullclines slowly rise through shaded regions due
to coupling current between compartments (long arrows indicate direction). Nullclines at lower boundaries of shaded regions
indicate position at beginning of silent phase (labeled by “sp” on trajectory) and curves at upper boundaries indicate positions at
burst initiation.A: soma voltage trajectory of Fig2(heavy curve, short arrows indicate flow direction) projectedJr- n phase
plane.n nullcline shown by dashed curve. A somatic sodium spike is triggered after the fixed point at the intersection of the cubic
nullcline, and then nulicline disappears af% B: dendritic voltage trajectory of Fig.@ projected into the/, — ¢ phase plane.
Inhibition is given just prior to burst firing. The top trajectory (dashed curve) indicates the uninhibited burst trajectory. The bottom
trajectory (dotted curve) is the burst trajectory delayed by inhibition. Both voltages evolve along the same trajectory in the silent phase
until the moment the delayed trajectory feels inhibition causindtglue to hyperpolarize. For both cases, the complex burst is initiated
whenV, = V& C: a zoom out ofB. Burst initiation occurs when trajectory is far away from the left knee oftheubic.

We can summarize by stating two conditions for burst indescription of burst initiation caused loydecreasing below a
tiation: 1) V, must be sufficiently close tog and2) I,,,must threshold value is consistent with these two conditions. In the
be greater thait,,,, Sincecondition lis satisfied in the silent intrinsic burst trajectory, since decreasimgoverns the rise in
phase,condition 2reduces toVy > V. Pinsky and Rinzel's Vg, an equivalent] threshold can be defined as thealue on
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the upper boundary of the shaded region in FBjaBV, = V3.  dendrite compartment as a result of interneuron firing is shown
However, for the case of synaptic inhibition given before thia the bottom traceof Fig. 4B. The amount of phase advance
burst, we will show that a true threshold gndoes not exist. depends on the strength of inhibition that is controlledypy.

The cause of delay in burst firing when inhibition is giverds g,,, increases from zero to 0.45 mS/&rthe phase advance
during the silent phase before a burst can now be describedreases to, in this case, approximately 120°, equivalent to
(Fig. 3B, dotted curve shows inhibited trajectory). In respons#ecreasing the period by 215 ms. This phase advance by
to inhibition, theVy cubic nullcline is quickly shifted down. inhibition is summarized in the phase response plot shown in
Depending on the strength of inhibition, the cubic may biig. 5A. In this figure, the new phase resulting from the
shifted to a position below or within the shaded region (nanhibition is plotted versus strength of inhibitiog,,. The data
explicitly shown in the figure). Thé/, trajectory approxi points marked with “C” (for complex burst) show the increase
mately follows the shifted nullcline (note the shafpdecrease in phase advance of bursting @g, is increased from 0 to 0.45
in V4, — qtrajectory in Fig. B). This decrease iN,, and hence mS/cnf. Another way to view these results is in the plot of
leoup Shifts theVg cubic down to a position below or within the steady-state burst frequency shown in Fig. B this plot, the
shaded region (not explicitly shown). The soma trajectoC” data points show the increase in burst frequency from
continues to track the fixed point as it is moved to lower approximately 1.5 to 2.3 Hz ag,,, is increased from 0 to 0.45
(since the trajectory moves back along the same path that it ma8/cnf.
been traveling, this shift iNis not apparent in the figure). The Wheng,,, is increased past 0.45 mS/grnthe phase advance
slow variableq is not dependent ok and thus continues to continues to increase, and, furthermore, the burst waveform is
decrease. When the inhibition shuts off, ¥gnulicline will modified. We find a smooth transition from a full complex
quickly rise. It does not return to its position before the symurst (0= g;,,, = 0.45, Fig. 4,A andB) to bursts consisting of
aptic event, however, because ndfy, V4 and hence the 4 spikes §;,, = 0.5, Fig. £) and 3 spikesd;,,, = 0.51,D), to
coupling current are at different values than before the inhildursts with 2 spikes or spike doubletg,( = 0.53,E), to single
tion. The overall effect of the inhibition is to shift both thMg  spikes §;,,, = 0.57,F). Occurring with these changes in burst
andV cubic nullclines down, forcing the trajectories to evolverofile is an increase in phase advance of the subsequent burst,
along the cubic nuliclines as they slowly move up through tHeom approximately 120° for the complex burst whep, =
shaded region. Since the soma trajectory remains close to @5 to 310° for the single spike whep,, = 1 mS/cnf. When
fixed point on theV, cubic, condition 1for burst firing is still the pyramidal cell is repetitively bursting, as it is here, these
satisfied after the inhibition. The delay in firing is caused by thghase advances correspond to an increase in burst frequency
additional time needed farondition 2to be satisfied, namely from 2.3 Hz wheng;,, = 0.45 to over 11 Hz wheg;,, = 1
for V, to increase pasv?. During this time,q continues to mS/cnf. We again refer to Fig. 53 andB, to summarize the
decrease, passing below the nominal threshold value deiacreases in phase advance and frequency, respectively, with
mined by the intrinsic trajectory. Thus it is clear that it is morencreasingg;,,. In the figures, the number at each data point
appropriate to think about a threshold value ¥y for burst indicates the number of spikes per burst. Combining these
initiation rather than a threshold value for results with those from the previous section, inhibition can

We note that due to this delay effect of inhibition, this modedntrain the pyramidal cell to fire in a range from arbitrarily low
cell is not able to fire via postinhibitory rebound in the strictrequencies up to 11 Hz.
sense. Namely, the cell does not immediately fire when it isWe obtain similar phase advances and modulation of wave-
released from inhibition, regardless of when the inhibition ®rm for different intrinsic burst frequencies of the pyramidal
given. cell when the applied current to the soigés changed. But the

values ofg;,,, where the effects occur are different. For exam
Inhibition arriving during burst causes advance in burst ~ Pl€, when the intrinsic b2urst frequency of the pyramidal cell is
firing and modulates burst waveform higher (; = 0.75 pAlcm?), the transitions in Waveform_occu_r

at lower values ofj;,,, and the phase advances occurring with

We now consider the effect of inhibition arriving during ahe waveform changes are larger. The transitions in waveform,
burst, specifically arriving just following the leading spike ohowever, are not smooth. Ag,, is increased, complex burst
the burst. We achieve this timing for the inhibition with theng gives way to irregular firing of 3 spike bursts and doublets.
network structure in which there is an excitatory synaptieriodic firing of bursts with 4 or 3 spikes are not observed in
connection from the soma compartment of the pyramidal c#flis case. But agj,, is increased further, periodic firing of
to the interneurond,,. nonzero) and an inhibitory synapticspike doublets and single spikes is obtained. In general, for all
connection from the interneuron back to the dendrite compavilues ofl, regular spike doublet and single spike firing is
ment @;,, nonzero). In this network, pyramidal cell firingobtained for high values df,.
causes the interneuron to spike, thus sending inhibitory synapWe also obtain similar phase advances and similar modula-
tic current back to the dendrite compartment of the pyramidiabn of waveform as inhibition is strengthened when the inhi-
cell (Fig. 1). Since there is no synaptic delay modeled, thEtion arrives at the soma compartment instead of at the den-
inhibition arrives just after the leading spike of the burst. drite. Again, the values of,,, where similar results are

As shown in Fig. 4A andB, such feedback inhibition during observed are different, but phase advances and regular firing of
a burst causes an advance in the firing of the subsequent bulg.same types of burst waveforms are obtained. For example,
When the pyramidal cell is repetitively bursting, as itis in Fign the case shown here, if inhibition arrives to the soma
4 (uninhibited firing shown inA), the feedback inhibition compartment, the transition from complex bursting to regular
advances each burst and higher frequency repetitive burstfiting of bursts with 4 spikes occurs at a higlggy, value, and
can be obtained (Fig.B} top tracg. The brief IPSC in the the range ofy,,, values over which 4-spike bursts are obtained
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FIG. 4. Advance in timing of burst firing and modulation of burst waveform due to synaptic inhibition given duringAstitst.
soma voltages showmg,,. = 5 mS/cnf, g,,, values given in mS/cf A: with no inhibition given, pyramidal cell fires complex
bursts at very low frequencia: weak inhibition §;,,, = 0.4) arriving during bursts (IPSC received at dendrite compartment shown
in bottom tracg phase advances following bursts by approximately 108¥: with stronger inhibition during burst (IPSCs are
similar to B but with slightly larger amplitudes), burst waveform is modulated and phase advance increases as 0|lgyys=(

0.5) 4-spike bursts with phase advances of 2207 g(,,, = 0.51) 3-spike bursts with 253° advancds, ., = 0.53) spike doublets
with 282° advances, andr(g;,, = 0.57) single spikes with 310° advances.

is larger. Asg;,, is increased further, regular firing of 3-spikerecall that in this model a burst is generated by dendritic,

bursts and spike doublets are obtained over larger rangescalcium-based depolarization supporting somatic, sodium spik-

Oinn Values. ing. The general effect of inhibition arriving just after burst
To understand the phase advance caused by inhibition, Wwiiation is to lessen dendritic depolarization. This attenuation
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A Phase Advance in the V4 — g phase plane, the inhibited trajectory begins the
360 silent phase (heavy portion of solid curve) at a lower value of
— g and higher value o¥4. Thus it takes less time fary to cross

(M @ (O @O @ Vgand trigger a somatic spike.
é%@ The change in burst profile with increasirgy,, occurs
®

300

similarly by an attenuation of dendritic depolarization. When
G is small @, = 0.4 mS/cm, for example), the inhibition
is not strong enough to prevent\s C& -based spike. So
while peakV, is attenuated compared to the uninhibited case,
it is still large enough to overdrive the soma spike generator
and create a complex burst (Figs61st 2 bursts). If, however,
» Oinn IS large €, = 0.57, for example), the inhibition abolishes
60 - ® the V Cag+-based spike, and only the leading sodium spike of
L (© the burst is realized. As can be seen inhe- q phase plane
O(gb oz 04 06 o8 10 (Fig. 6D, solid curve) and in a time plot (Fig.Gs last burst),
' ' ’ ' ' "~ there is aV, spike due to backpropagation of the leading
sodium spike, but the dendritic response has been inhibited.
B The leading spike allows a minim&laincrease (Fig. B, solid
Steady State Frequency curve) and thus a small increaseqr(Fig. 6F, solid curve).
12.0 p For intermediate values @f,, (0.5 = g, = 0.56 mS/cm),
©; ) 0 ® Y the dynamics are more interesting. In these cases, the inhibition
10.0 is strong enough to prevent the initiation of a fiy Ca?"-
I based spike, but is not strong enough to completely hyperpo-
8.0 - C@ larize the dendrite. The partial depolarization of the dendrite
2
G)
®

240 |

new phase (deg)
@
o

3
©
©

©

g, (MS/cm®)

allows soma-dendritic ping-pong interactions to support a
burst. For example, wheg),,, = 0.51 mS/cr, the leadingV,
— spike, shown in th&/4 — g phase plane (Fig.®, dashed curve)
4.0 + and in a time plot (Fig. 6, 4th burst), is the same as for larger
, Oy bUt the weaker inhibition allows the dendrite to remain
2.0 © © @@ sufficiently depolarized to support another sodium spike. The

O @ backpropagation of this second sodium spike again sufficiently
0.0 . s ! : ! . s depolarizes the dendrite providing for a third sodium spike.
0.0 0.2 04 0.6 08 1.0 This ping-pong effect does not continue indefinitely since
Gy (MS/EM?) dendritic depolarization and calcium influx (FigEgdashed

FiIc. 5. Phase advances caused by inhibition given during bdjstufd curve) t_”g_ger thEIKﬁC current, which UItlmat_ely ends the_
resultant steady-state frequency of burst firi®) &s strength of inhibition burst. Similar dynamics account for the 4-spike bursts (Fig.
(9inn) is varied. Data points marked with ‘c’ indicate full complex bursts6G, 3rd burst) and spike doublets that are observedgigr
Numbers at otheg,, value indicate number of spikes per burst as bursjg|yes in this intermediate range.
waveform is modulated. Pinsky and Rinzel (1994) showed that by increasing applied
of peakV, wheng;,, = 0.4 mS/cni compared to the uninhib current to the somh, to mimic N-methylo-aspartate (NMDA)
ited case can be seen when both trajectories are plotted in éixeitation, the pyramidal cell changes from a bursting mode to
dendrite compartmenyy — q phase plane (Fig.A and in a a single spiking mode with frequencies between 20 and 30 Hz.
time plot (Fig. 65, bursts are offset for comparison purposes).he changes effected by increasingesulted from an essen
We note that strict phase plane analysis of solutions is onlgl shutdown of the dendritic calcium-based mechanisms. At
appropriate during the silent phase of bursting, but we find tHaigh values ofl,, the dendrite and soma spike at the same
plotting the trajectories in their phase planes is helpful ifiequency, causing low-amplitude, fast oscillations in calcium
understanding effects of inhibition during the burst. As a resudoncentration. These changesGa are sufficiently fast such
of the inhibition, C&" influx is suppressed during the bursthat the slow gating variablg of the AHP current remains at
(Fig. 6B), which causes less activation of the slow potassiuenconstant level. Even though the constaqigvel is relatively
AHP current with gating variablg (Fig. 6C). The inhibition high, near peak values in the bursting mode, the AHP current
acts during the active phase of the burst (Fig@, Beavy bars does not participate in the afterhyperpolarization of spikes or
under bursts indicate duration of IPSC) and has decayed avedifiect the interspike interval. Also, any hyperpolarizing effect
by the time the cell returns to the silent phase. Thus, in tle& the soma compartment by the AHP current is counteracted
silent phase (Fig./&, beginning indicated by “sp”), the cell will by the high somatic applied current. To summarize their re-
track the nullclines corresponding to the intrinsic burst case $ults, tonic somatic depolarization weakens the effect of the
the V4, — q phase plane (heavy portion of dotted curve). Adendritic compartment. In our model, fast synaptic inhibition to
discussed in the previous section, when no inhibition is givetiie dendrite provides a similar regulation of dendritic calcium
the control of the rise olV4 by g during the silent phase mechanisms. However, the frequency of single spikes that we
determines the duration of the interburst interval. The inhibdbtain is significantly lower than what Pinsky and Rinzel
tion induced attenuation of th€a and q peaks shortens the (1994) obtain with largd,. The reason is that even though
subsequent silent phase of the burst cycle since, as can be saézium concentration remains at low levels, the AHP gating

6.0 -

frequency (Hz)




NEURAL MECHANISMS FOR RATE AND TEMPORAL CODES 2441

A Dendrite compartment

| s | l |
5 SP L
022 - i | | |
N | |
o Lo
o i | Lo
1N R .
o | la_‘_un|nh|b|ted o
I\ |
| |
\
| I J ) 200 400 600 800 1000
0.12 | |i L ' ' I ! | t (msec)
~70 « =50 -30 -10 10
Vs V, (mV)
p Dendrite compartment
{\ :'-, E 400 -
oras L . uninhibited -
. ;
¥ ‘\\ 8 200
c- Y —
0.135 |- F
- 02 —
;:..-.’-.-;:;:: """""""" o
0.1 | | ] | ]
| | ' l . | . 1] 200 40? (msec;SOO 800 1000
01 25-70 -50 -30 -10 10
V4 (MV)
G |, _ uninhibited
Gpp=-4 5 51 57

V, (mV)

100 200 300
t (msec)

FIG. 6. Burst trajectories with inhibition arriving during the burst plotted in dendrite compartWent g phase planeA and
D: trajectories from simulations in Fig. 4 shownVfy — g plane.A: Figs. 4A (- - -) and 8B ( ), bold portion of trajectories
indicates silent phase (beginning labeled by “sp”), coljawliclines and location o¥/5 shown for referenceD: Figs. 4A (- - ),
4D (——-), and # ( ); Uiy Values given in mS/cfn B, C, E, andF: corresponding time traces of dendritic intracellulafCa
concentrationCa (B and E) and of dendritic potassium afterhyperpolarization current gating varighlé,and F). G: dendritic
voltage traces from simulations in Fig. 4D andF, showing the effect of inhibition. Traces are offset for comparison purposes.
Heavy bar under bursts indicates duration of IPSC in dendrite compartment.
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variable g is activated with every spike and participates in A
spike afterhyperpolarization and determination of the inter-
spike interval since somatic applied current levels are low.

Synchronous and out-of-phase oscillations in networks of Slow Inhibltion
pyramidal cells

Fast Excltation Fast Excitation Slow Inhibition

Pinsky and Rinzel (1994) show that a network consisting of
a number of their two-compartment pyramidal cells can exhibit
synchronous or near-synchronous oscillations if the pyramidal
cells have recurrent AMPA-mediated excitatory connections. I
This mechanism for synchrony was also previously observed
by Traub et al. (1991) in their large-scale computational model. S
By blocking AMPA in those studies, the cells desynchronize.
These studies did not include the effect of inhibition in pro-
moting relevant rhythmic patterns. We show here that there is

an alternate mechanism that may promote synchrony among ®
the pyramidal cells; namely slowly decaying inhibitory input % -t
can be used to synchronize pyramidal cells that are weakly;’.—w 1

Synchronous Bursts

BEPpEp

connected or even unconnected. \)

We consider two pyramidal cells that each have reciprocal -»t
synapses onto the same interneuron (FA). The interneuron
makes an inhibitory synaptic connection to the dendrite com- 2|
partment of each pyramidal cell and an excitatory synaptic <
current is sent from the soma compartments of each pyramidal&
cell back to the interneuron. The pyramidal cells initially are >~ L
assumed to have no excitatory connections between them- _, L \/u\/
selves. We focus on two specific rhythm patterns; synchronous
and out-of-phase oscillations. C Anti—Phase Doublets

Figure B shows the voltage traces of the two pyramidal 20
cells P, and P,. The simulation shows that the cells start
out-of-phase with one another, but that their burst envelopesg
quickly synchronize after the first few cycles. Both cells re- 4!l
ceive a common slowly decaying inhibition from the interneu-
ron | (decay rate of synaptic gating decreasedptc= 0.1
mS 1). Slowly decaying inhibition is known to synchronize
cells when both cells receive the inhibition from a common
inhibitory cell, but in situations where neither cell synapses % -}
back to the inhibitory cell (Terman et al. 1996). If the cells do &
synapse on the interneuron, for one-compartment models, &
delay to the onset of inhibition is necessary for synchrony -7
(Rubin and Terman 2000; Terman et al. 1998; van Vreeswijk
et al. 1994). In our model, we do not require an explicit delay, . = i . - S
because the separation of the soma and dendrite provides an

« ; ” SRR ; FIG. 7. A: the 3-cell network. The soma compartments of both pyramidal
effective delay to the onset of inhibition. In partlcular, thecells make fast excitatory synapses onto a common inhibitory interneuron. The

inhibition acts to hyperpolarize the dendrites, which then hyserneuron makes a fast inhibitory synapse onto the dendrite compartment of
perpolarizes the soma via the coupling current. The speed witlth pyramidal cellB: synchronous oscillations. Traces show the somatic
which the inhibition ultimately affects the soma is dependemtltages of each of the pyramidal cells. The burst envelopes of the cells
on the intrinsic properties of the dendrite (the rate at which t??‘;qotgfO?Zdiktgse’Jvit’ﬁi’;’Eégcﬁmcrztrgrl‘t';ﬁdaéhsr%%‘é“tdghg ngzﬁti'o?ﬁ s:t the
hyperpolanzes) and _the §trength of the electrical ,COUDI'r,]g' gicillations.pTraces show the same cells, with the s)gme parametefvalues, but
either of these quantities is small, then there effectively will kferent initial conditions thais, firing anti-phase doublets. F&randC, I, =

a small window of time from when the inhibitory cell fired t00.5, 8 = 0.1,g,,, = 0.5 mS/crd, andg,,. = 5.0 mS/cr.

the time the soma receives the full impact of this input. During

this time, the soma will be able to fire a sodium spike, thubis threshold within a small time window of one another. By
initiating the burst. This delay plays the same role that expligiarying the maximal conductance of the inhibitory synapse, we
synaptic delays play in Terman et al. (1998) and Rubin amdso obtain synchrony between the cells during complex burst
Terman (2000). The slowly decaying inhibition has the effeehode, single spike mode, and multiple spike mode (simula-
of keeping the dendritic voltages of each cell close to ori®ns not shown). We note that to achieve synchrony in the
another. As we showed earlier, the dendrite voltage must crdmgst mode, a much slower decay of inhibition is necessary
V3 in order for the soma to fire. The slowly decaying inhibitiorelative to the decay rate for synchrony of single spikes. In the
allows the dendritic voltages of each cell to compress and crdsgst mode, the dendrite voltage trajectories return to the silent
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phase with lowV, and highg values. If the inhibition decays quencies could provide the appropriate periodic inhibition to
quickly, the dendrite trajectories will quickly follow that of andecrease pyramidal cell frequency.
uninhibited dendrite, as depicted in Fig3.2n this case, there  Our results show that slowly decaying inhibition can be used
will be no compression betweadry, trajectories. Alternatively, to synchronize the activity of pairs of pyramidal cells. The
this type of inhibition can synchronize single spiking cellsesults suggest an alternative to the explanation of Pinsky and
since they return to the silent state with highgrand lowerq Rinzel (1994) and Traub et al. (1991) that fast excitatory
values. Thus the quickly decaying inhibition will now act toAMPA-mediated synapses between these cells are responsible
delay the next spikes, as in FigB2which allows compression for synchrony. The synchronization of actual CA3 cells could
of the V, trajectories to occur. be reflective of a two-step process; the first is recruitment of
Figure T shows the two cells oscillating in anti-phase wittto-active place cells due to excitatory synapses; the second is
one another. The parameter values are the same as those fontaimtenance of the synchrony due to slowly decaying inhibi-
synchronous oscillations. Thus the network exhibits bistabilitton. Synchrony ranges from complex bursts to single spikes,
of periodic solutions. The bistability is produced much in ththus encompassing the full range of firing behaviors detailed in
same way as for one-compartment relaxation oscillator mode#g. 4. Moreover, there is no difficulty in generalizing the
The synchronous solution arises as discussed above if fiymchrony result to larger networks of pyramidal cells.
dendritic voltages start out sufficiently close together. If these An experiment that would investigate whether inhibitory
voltages are not close, then an anti-phase, and, more generaigrneurons participate in synchronizing pyramidal cells in
an out-of-phase solution arises. In this case, the firifgypfor CA3 would be to stimulate a single interneuron and record
example, causds, to receive an inhibitory input before it werefrom two or more of its target pyramidal cells. It has been
to fire. This, as depicted in FigB2 may cause a delay of theshown in CA1, that a single interneuron can entrain the firing
P, burst. Thus during the timB, is active,P, is moved away of two target pyramidal cells in vitro (Cobb et al. 1995).
from its firing threshold. Similarly wheR,, fires, it delays the Similarly, in CA3, we may expect that if AMPA and NMDA
onset of &P, burst. Moreover, depending on the strength of theeceptors are blocked, we would observe synchronous inhibi-
inhibition, the firing pattern of each cell within its burst is alsdory postsynaptic potentials (IPSPs) in the target pyramidal
modulated as described previously. cells entraining their firing. Additional experiments where cer-
The addition of weak excitatory coupling between the pyain synaptic receptors are blocked and then washed out could
ramidal cells does not change the qualitative behavior dewther indicate the contributions of both inhibitory and exci-
scribed above. However, it can change the firing pattern withiatory inputs to network synchrony.
a burst of each cell. Weak excitation lessens the overall level ofThe delay/advance of bursts due to inhibitory input can also
hyperpolarization due to the interneuron, if both excitation arige achieved in simpler mathematical models, such as relax-
inhibition wear off on similar time scales. As seen above, thaion oscillators. With these models, inhibition applied during
firing pattern of the cells is sensitive to small changes in tle burst tends to shorten the burst length. However, in the
maximal conductance of the inhibitory synapse. As a resutiesent model, the length of the burst changes in less intuitive
weakly connected pyramidal cells that may have fired spikeays. For example, in Fig. 4, we note that the length of the
doublets while unconnected, may now fire bursts with motmirstincreasesas inhibition is increased from,, = 0.4—-0.5
spikes due to the changed balance between excitation an8/cnf, and then decreases in response to further increase in
inhibition (simulations not shown). Oinn- The initial burst lengthening results from a modulation of
the ping-pong interaction between dendrite and soma by inhi-
bition. If inhibition is weak, dendritic voltage is high during the
burst leading to fast activation of_, which ends the burst.
We have shown that, depending on its timing, synaptl€inhibition is strong, the dendrite is completely suppressed
inhibition may delay or advance burst firing in a model pyraand does not support a burst of multiple spikes. For interme-
midal cell. As a result, periodically timed inhibition can eithediate values, the ping-pong effect allows the - current to
increase or decrease the firing frequency of a repetitivdbyild up slowly, thereby elongating the burst.
bursting neuron within a range around the intrinsic bursting
frequency. Incregsi_ng burst frequency .require.s .i.nhibitio'n elation to experimental observations
arrive at the beginning of a burst, following the initial sodium
spike. In this case, we generate periodic inhibition as a result ofWhen synaptic inhibition arrives during a burst, our model-
the reciprocal synaptic connections between the pyramidal delyj results suggest that it can modulate the dendritic calcium
and the interneuron. Thus the source of periodic inhibition spike, and thus the somatic firing pattern, in a graded manner.
the repetitive firing of the pyramidal cell itself. Decreasingeveral experimental studies show complete abolition of den-
burst frequency, on the other hand, requires that inhibitiahitic calcium spikes (BuZs& et al. 1996; Miles et al. 1996;
arrive before burst firing, at a constant phase of the burst cycleaub et al. 1994; Tsubokawa and Ross 1996), although an
This can be achieved if the interneuron fires periodically atedready activated calcium spike could be aborted by inhibition
lower frequency than the intrinsic frequency of the pyramidaésulting in a shorter calcium spike (Buksa&t al. 1996). A
cell. A possible source for periodic inhibition in this case magraded response, however, is suggested by the dendritic re-
be the theta rhythm. It is known that cells in the medial septucordings of Kamondi et al. (1998) when current pulses of
make GABAergic connections to interneurons in CA3 and adtifferent amplitudes are injected into the dendrite. In their Fig.
as a pacemaker drive for the theta rhythm (Green and Arduif8, a strong current pulse evokes a large-amplitude calcium
1954). If the intrinsic frequency of the pyramidal cell is greatespike. In response to a weaker current pulse, the dendritic
than theta frequency, interneurons driven to fire at theta fresltage displays a group of fast spikes of decrementing ampli-

DISCUSSION
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tude. We compare these results with our model results whenFiang rate changes and phase precession of place cells
inhibition arrives during the burst and when the dendrite re-
ceives a moderate level of inhibition during a burst (Fig).6  Our motivation for studying the effects of synaptic inhibition
When no inhibition is givenV, displays a full C&*-based on pyramidal cell firing is to understand the neural mechanisms
spike (1st burst in figure). With moderate inhibitiag.(, = 0.5 responsible for the firing patterns of place cells in hippocampal
mS/cnt, 3rd burst in figure),V, displays a group of back- region CA3. The results presented here suggest that synaptic
propagated spikes similar to the initial group of spikes in thahibition may be able to modulate firing rate in a way that is
Kamondi et al. (1998) dendritic voltage trace. In the Kamondinsistent with the experimental observations. Also, the results
et al. (1998) trace, the higher frequency of the initial group sluggest that firing of the bursting cell can be modulated to
spikes, compared to the low-amplitude spikes seen later produce the phase precession phenomena as modeled in our
during the applied current pulse, seems to suggest a parfiedvious work (Bose et al. 2000). There we proposed that a
depolarization due to dendritic mechanisms that may suppaorinimal model consisting of one place cBll one interneuron
somatic spikes in a ping-pong fashion. I, and one theta pacemak@&rcould accurately describe the

In the model, as a result of inhibition arriving during a burgbhase precession phenomena. Briefly, we argued that when the
and attenuating the dendritic calcium spike, the following burahimal is outside the place field of the pyramidal cell, the
was advanced due to less activation of the potassium AlBcemaker drives the interneuron, which in turn entrains
current. We further found that complex bursts brought on bythe pyramidal cell at the theta rhythm. Within the place field,
distinct dendritic calcium spike occurred at lower frequencigle pyramidal cell instead drives the interneuron, and they both
than bursts with fewer number of spikes and that single spikelsase precess relative to the theta pacemaker. The change in
fired at the highest frequency. A prediction of our modelingontrol of the interneuron from the pacemaker to the place cell
results is that, in pyramidal cell firing, bursts consisting of & initiated by the dentate gyrus, which sends an excitatory
few spikes will be followed by shorter interburst intervals thamput to the place cell at the beginning of the place field. The
bursts consisting of a larger number of spikes. This firinghase precession Bfandl ends after 360° of precession when
pattern would be a result of less activation of the potassiumeturns to a phase at whidhcan recapture control of it. Two
AHP current with a shorter burst and thus less hyperpolarizaf-the major predictions of that model are that some interneu-
tion of dendritic voltage, leading to crossing of tigthreshold rons phase precess, and that the minimal network could deter-
more quickly. Similarly, the model results predict that singlenine the end of the place field with no additional external
spikes should be followed by the shortest interval to next firingiput. There are two drawbacks of that work, however. One is

In this paper, we have modeled the interneuron as a singfat within the place field, we only modeled phase and not
cell, and the strength of the synaptic input to the pyramidal cditing rate. Second, the model predicts an out-of-place field
is determined by the maximal conductance of the synapfiong rate that is too high. The model presented in this work
current. As the dendrite compartment represents the lumpaoinates both of these concerns. As demonstrated, the inter-
distal dendrites of the pyramidal cell, similarly the interneuroneuron can entrain the pyramidal cell at very low frequencies
could be thought of as representing a pool of interneuronden the inhibition arrives prior to the burst. This behavior is
impinging on the distal dendrites, and the maximal condusimilar to out-of-place field activity. Additionally, when the
tance could be thought of as a measure of the net inhibitqpyramidal cell drives the interneuron, the burst frequency is
input. In this way, the model results are not inconsistent witiramatically faster and can exhibit precession. Moreover,
the experimental results that found negligible effect of unitaighanges in firing rate due to changes in the overall level of
IPSPs on somatic firing patterns (Karnup and Stelzer 1998hibition versus excitation can be achieved as the animal
Tsubokawa and Ross 1996). If the single IPSP was receivedhasses through the place field. For example, a monotonic
a background of excitatory input, its effect would not influencdecrease in the net inhibitory input to a given pyramidal cell
the net dendritic depolarization significantly. Our model resultgould have the effect of increasing its firing rate as seen by
suggest that an attenuation of net dendritic depolarization ditehta et al. (2000). This decrease could result from added
ing burst generation may result in modulation of burst wavexcitation obtained due to recruitment of co-active place cells.
form. The mechanisms for change of control of the interneuron from

In this model, the firing frequency and burst waveforni to P and back tol remain as before. We shall demonstrate
observed in the soma compartment were modulated by mie¢ viability of these ideas in future work.
dendritic depolarization, which to some extent depended onOur work also can be generalized to show how the same
dendritic calcium concentration. For example, the occurrencells can participate in multiple, disjointed place fields. For
of a full dendritic calcium-based spike and the accompanyimgample, in our two pyramidal cell, one interneuron network,
large increase in intracellular €aresulted in a complex burst bistability between synchronous and anti-phase or out-of-phase
in the soma followed by a long interburst interval. But whesolutions exists. The synchronous solution represents firing of
the dendritic calcium spike was attenuated by inhibition arglace cells that share the same place field. However, these cells
calcium influx was suppressed, shorter bursts or even singi@ght also be part of other cell assemblies that code for other
spikes were obtained in the soma and were followed by shorggratial locations. That the cells can also oscillate out-of-phase,
intervals until the next firing event. These results suggestf@a the same parameter values and synaptic connections, im-
dependence of firing pattern and frequency on dendritic calies that the cells have the potential to participate in multiple
cium concentration, similar to the encoding of firing frequencgell assemblies. What keeps the cells of different cell assem-
of cortical layer V pyramidal neurons by dendritic intracellulablies from synchronizing is the level of inhibition versus ex-
calcium suggested experimentally (Helmchen et al. 1996) acitation that any particular cell receives. The analysis of this
in models (Wang 1998). paper provides a framework to understand the balance between
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these two effects. We propose that depending on the timingh#HTA MR, Quirk MC, aNp WiLson MA. Experience-dependent asymmetric
the inputs, excitation and inhibition can compete or coopera}\l/‘f?‘h‘"‘Ioe of hippocampal receptive fielfiieuron25: 707-715, 2000.
to produce multiole tvpes of behaviors ILES R, TOTHK, GuLyAs Al, HAsosN, anp FReund TF. Differences between
p ple typ ' somatic and dendritic inhibition in the hippocampbguron16: 815-823,
1996.
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