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ABSTRACT
We propose a hypothesis for the neural mechanism
underlying theta phase precession of place cell firing,
based on phase locking by mean field interactions in a
coupled-oscillator system, followed by inheritance
through the hippocampal circuit. It is demonstrated that
the temporal pattern inherited through the network can
result in encoding of the temporal sequence of experience
as asymmetric connections in the recurrent neural
network. The phase distribution predicted by the model is
discussed in comparison with experimental observations.
KEYWORDS : hippocampus, theta rhythm, phase
locking, phase precession, episodic memory

1. INTRODUCTION

The hippocampal theta rhythm is a regular and robust
field potential oscillation observed in rodents during
locomotion. Individual pyramidal cells fire robustly when
the rat is in specific portions of the environment.  These
portions are called "place fields", and the population
activity has been  proposed by O'Keefe and Nadel (1978)
to represent a cognitive map.  The activities of place
units are known to be periodically modulated by the theta
rhythm and O'Keefe and Recce (1993) have shown that
the spatially specific firing of pyramidal cells in the CA1
region has an interesting temporal correlation with the
theta field potential, the phase of the theta cycle at which
a pyramidal cell fires advances as the rat passes through
the place  field. This phase shift effect is called "phase
precession". By using large-scale parallel recording,
Skaggs et al. (1996) showed that the phase precession is
robust and coherent across neural populations, not only
in the CA1 field, but also in the fascia dentata, with a
phase difference of 90 degrees.  They suggested that phase
precesion may be generated in an early stage of the
hippocampus (perhaps the entorhinal cortex) and inherited
by the subsequent modules of the hippocampal circuit. 

The neural mechanism of phase precession is an
open question and inseparable from its computational
function. Tsodyks et al. (1996) proposed that theta phase
precession is  generated as a result of asymmetric spread
of activation through the network (possibly CA3), caused

by asymmetry in the synaptic interactions. In this model,
the velocity of activity through the place cell sequence is
faster than the velocity of the rat through the
corresponding places.  At the end of each theta cycle, the
activity 'jumps' back to the cells corresponding to the
current location.  A two dimensional variant of this
model (Samsonovich and McNaughton, 1997) used head
direction cells rather than asymmetric connections to
break the symmetry. It has been proposed  (Skaggs et
al.,1996) that a functional consequence of phase
precession is to represent the temporal sequence of place
codes in a compressed form, thus facilitating the
establishment of asymmetrical connections through the
known temporal dynamics of the LTP process.  

In the present paper, we propose biologically
plausible nonlinear dynamics that can generate phase
precession in a neural network with no spatial structure,
and study the consequences of these dynamics on the
possible encoding of temporal sequences using a
hippocampal network model.

2.  HYPOTHESIS

It is known that nonlinear oscillators coupled with
dissipative mean field interactions show phase locking
where the relative phase to the mean field oscillation
depends on the individual native frequencies (Fig.1)(see
e.g., Yamaguchi and Shimizu,1984). The collective
phase locking generates a sequence of  oscillations in the
order of the native frequencies of the units. Theta phase
precession can be phenomenologically reconstructed based
on this type of phase locking.

When a neural oscillator has a gradual and slow
change in its native frequency of oscillation, and interacts
with all other neural oscillators or the local field
oscillation, its phase relative to the mean phase changes
gradually, as shown in Fig.2.  The increase of frequency
results in gradual change in the relative phase from
behind to advanced.  It is plausible that the native
frequencies of  neural oscillators in the superficial
entorhinal cortex may increase steadily during the
activation period because of some intrinsic physiological
process, thus giving rise to phase precession effects
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Figure 1  Phase locking in coupled oscillator system.
The inequality of native frequencies ωs<ω 0<ω l  gives

the relative phase relation φ s<φ 0< φl.
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Figure 2 The slow and gradual change of the native
frequency (lower) and the relative phase fixed by the mean
field interaction(upper).

 which are transmitted to other hippocampal subfields.
Furthermore, it is possible that the phase difference
between dentate gyrus(DG) and CA1 observed by Skaggs
et al.  (1996) is also present between the superficial and
deeper layers (Mitchel and Ranck, 1980; Alonso and
Garcia-Austt 1987), which represent, respectively, the
input to and output from the hippocampal circuit.

Thus, we propose the hypothesis: 1) phase
locking by mean field interactions results in phase
precession at the earliest stage of the hippocampal closed
loop, in layer II of the entorhinal cortex (ECII for short).
2) The temporally structured pattern of activities in ECII
is transmitted into the hippocampal circuit, leading to
asymmetric connections based on temporal asymmetry of
the LTP mechanism. 3) The final stage of the loop, the
deeper layer of the entorhinal cortex (ECIII~VI) is
considered to have activities with a phase difference of 90
degrees from that of ECII.  That is, the phase precession
generated in ECII is roughly duplicated in ECIII with
phase delay of 90 degrees.  

ECII and ECIII~VI not only transmit signals into
circuit but also give the boundary condition of activities
in the hippocampal circuit as proposed by Yamaguchi
(1996). These boundary conditions give constraints to  
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Figure 3 Schematic illustration of the hippocampal
circuit model. Open circles denote neural units and small
closed circle denote synaptic connections. Open circles
with bars represent the local field oscillators and their
relative phases.

self-organization of neural networks in the CA3 and CA1
fields representing the temporal structure of the
experience.

3. MODEL

The model for nonlinear dynamics of theta rhythm in the
hippocampal circuit is illustrated in Fig.3.  It consists of
four layers termed ECII/DG, CA3, CA1 and ECIII~VI.
For simplicity's sake DG is not explicitly described.  The
connections between these layers are feedforward.  The
exception is a backward connection from ECIII~VI to
CA1.  The external input vector I (t) = {Ii (t)}, which is

dependent on the rat's behavior, is fed into ECII/DG.  For
simplicity, Ii (t) is assumed to correspond to the i-th

place field.  Every unit in the layer is considered as
representative of the population of neural elements. 

Temporal evolution of the unit activity  shall be
described by the phase model, since it is the reduced form
of various nonlinear oscillators in general and available
for analyses of phase-locking (Kuramoto 1984). The
equation of the phase model was developed for neural
units with interactions by pulse densities (Yamaguchi
1996). The fundamental equation for the i-th unit in the
model is given as follows.

˙ ( ( ))sinφ ω β φi i i i iJ t= + −                       (1)

where the variable of this motion is the phase φ i  ( mod

2π ) by which the membrane potential of the unit is
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given by cosφ i.  The quantities  ω i  and  ßi   represent

the native angular frequency and the stabilization
coefficient, respectively.  The term  Ji (t ) represents the

input of external current  and coupling of other units that
give deporalization or hyperpolarization effects to the
membrane potential.  

Equation (1) results in a stable  limit cycle in the
case of |ω i /(ßi - J i (t )) | > 1 while otherwise it has a

stable equilibrium point with excitability by super-
threshold stimuli.  The output of the unit is given by a
sigmoidal function of the membrane potential.  The mean
field are described by a local field oscillator unit in each
layer.  Synaptic plasticity is considered in CA3 recurrent
connections and those from CA3 to CA1 as a modified
Hebb rule with time delay τ.

4. COMPUTER EXPERIMENTS

We consider the rat is running with a constant velocity to
give a sequential increase of  {Ii(t)}.  Figure 4 shows an

example of results obtained by computer experiments
with the model.  It is seen that fundamental property of
theta phase precession is reconstructed.  An asymmetric
structure of the  connection matrix in CA3 was obtained
in these computer experiments. The projection from CA3
to CA1 was obtained so that the diagonal components
give maxima. It means that the consistent phase relation
between CA3 and CA1 units is selectively potentiated to
result in a closed loop from ECII through ECIII~VI so
that units in ECII and ECIII~VI have phase difference of
90 degrees. Thus, phase precession generated in ECII, as
a temporal pattern in a spatially uniform system, is
inherited at its output, resulting in self-organization of a
neural network encoding temporal sequences and
completion of closed loops in active column of EC. 
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Fig.4a Results of computer experiments. Temporal
sequence of units firing generated in ECII/DE (upper) is
inherited by units in CA3 (lower). (Each layer includes
nine units.)
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Fig.4b Theta phase distribution of unit firing. Pulse
density activities of two units from each layer (units 1

and 7) are shown superimposed. The theta phase is
measured with the reference of local field oscillation in
ECII/DG in all layers.
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Fig.4c Weights of connection matrix obtained after the
one episode of running from place field 1 to 9. White
squares indicate the largest value of weights.
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Figure 5  Theta phase precession in individual fields of
the hippocampus as a consequence of our present
hypothesis. The shaded parts and dotted parts denote two
different classes of inheritance. Only the experimental
data in fields with * are currently available.

5. DISCUSSION

The theta phase precession reconstructed by the present
model is consistent in the range of phase distribution
observed at DG.  The range in CA1 is larger than the
present model.  Detailed analysis by Skaggs et al. (1996)
suggests that the phase distribution is divided into two
components. One component may be  the portion
inherited from DG while the other seems to emerge
additionally advanced to the inheriance component as
shown in Fig. 5.  This suggests that some sustained
activity emerges in CA3  and is inherited by CA1 and the
deeper layer of EC.  Thus, two components of phase
precession observed in CA1 suggest two classes of
inheritance.  This remains to be proven experimentally.
DG is not explicitly evaluated since the present study is
restricted to dynamics in a single episode.  DG is
necessary for efficient input coding e.g., coding of
multiple environments or multiple episode, as is
mentioned by Marr(1971), and by McNaughton BL,
Morris M.(1987).

6. CONCLUSION

Our present hypothesis based on mean field interactions
and inheritance within the circuit reconstructs theta phase
precessison in general agreement with experimental
observations.  The temporal compression of successive,
overlapping portions of the input sequence that results
from phase precession enables self-organization of a
neural network encoding the temporal structure of given
novel experience.  Furthermore, the two temporal
sequences of phase precession in the superficial and deeper
layers of the entorhinal cortex raises a quite new issue on
cortico-hippocampal interactions.
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