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inbreeding coef®cients (IBCs) revealed that only 0.5% of pairings resulted in individuals
with an IBC greater than 0, and there was no evidence for between-year heterogeneity in
IBCs (Kruskal±Wallis H18 � 15:15, P � 0:65; estimated using Pedigree Viewer, available
from http:// www.personal.une.edu.au/,bkinghor/pedigree.htm). Changes in EBVs
across generations can therefore be taken as evidence of a response to selection, or `genetic
trend'27,28. Genetic correlations were estimated from a multivariate animal model analysis
of ¯edgling condition, life-span (LSP; in years) and lifetime reproductive success (LRS;
de®ned as the number of offspring recruited into the breeding population). Genetic
correlation analyses were necessarily restricted to individuals surviving to adulthood; area
and year were included as random effects, and sex (known for individuals recaptured as
adults) as a ®xed effect.

Selection analyses

Estimates of survival selection on phenotypic and estimated breeding values of condition
index were based on recapture data under the assumption that nestlings not returning to
the study area in subsequent years had died. As many of the individuals recruit to the
population at the age of two years, the survival analyses were restricted to the period of
1981±1998. Standardized directional (S) and quadratic (c2) selection differentials were
estimated by linear regression of relative ®tness on standardized (zero mean, unit
variance) phenotypic or breeding values of the condition index using standard methods29.
Statistical signi®cance of the selection differentials was estimated with logistic regression29.
Associations between individual LSP or LRS and EBVs for condition were tested using
GLMMs with negative binomial error structure, using the procedure IRREML in
Genstat30. Nest of origin, year and area were included as random effects in the model, to
account for repeated measures. The signi®cance of the ®xed effect of condition breeding
value as a predictor of LSP or LRS was assessed by the Wald statistic, distributed as x2

�1�

(ref. 30).
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Representations of sensory stimuli in the cerebral cortex can
undergo progressive remodelling according to the behavioural
importance of the stimuli1,2. The cortex receives widespread
projections from dopamine neurons in the ventral tegmental
area (VTA)3±5, which are activated by new stimuli or unpredicted
rewards6,7, and are believed to provide a reinforcement signal for
such learning-related cortical reorganization8. In the primary
auditory cortex (AI) dopamine release has been observed
during auditory learning that remodels the sound-frequency
representations9,10. Furthermore, dopamine modulates long-
term potentiation11,12, a putative cellular mechanism underlying
plasticity13. Here we show that stimulating the VTA together
with an auditory stimulus of a particular tone increases the
cortical area and selectivity of the neural responses to that
sound stimulus in AI. Conversely, the AI representations of
nearby sound frequencies are selectively decreased. Strong,
sharply tuned responses to the paired tones also emerge in a
second cortical area, whereas the same stimuli evoke only poor
or non-selective responses in this second cortical ®eld in naõÈve
animals. In addition, we found that strong long-range coherence
of neuronal discharge emerges between AI and this secondary
auditory cortical area.

In our ®rst experiment seven rats underwent twenty 2-h daily
sessions in which 9-kHz pulsed tones were paired with electrical
microstimulation of the VTA (VTA/tone-paired animals; see
Methods). Tone pulses preceded VTA stimulation by either 925
(n = 3) or 500 ms (n = 4). The auditory cortex was mapped in detail
24 h after the last pairing session. Because no difference was
observed between the auditory cortex in animals with 925 ms
and 500 ms inter-stimulus pairing intervals, data from all seven
animals were pooled. Compared with naõÈve controls paired
animals had a larger physiologically de®ned auditory cortex
(Fig.1a, b; naõÈve: 1.24 6 0.09 mm2; paired: 1.54 6 0.11 mm2, P ,
0.05; see Methods). In addition, a larger part of the tone-responsive
auditory cortex represented the paired (9 kHz) stimulus frequency
(in a range of 6 0.3 octave; P , 0.005). Representations of nearby
frequencies (best representing 0.6 octave frequency ranges centred
at 5.9 kHz and 13.6 kHz) were reduced (P , 0.001; Fig.2a, b).
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Representations of more spectrally distant frequencies were
unaltered.

These positive and negative frequency-speci®c representational
changes resulted in emergent sharp transitions in best frequency
maps (Fig. 1b, indicated by the arrows; also see Figs 1e, f and 2a).
Pairing procedures did not change response properties such as
latency or the number of spikes evoked by tone presentation
(P . 0.1 for both measures; see Methods for details). On the other
hand, response bandwidths at 10 and 30 dB above threshold were
reduced for neurons with best frequencies near 9 kHz (P , 0.01; see
Fig. 2c), that is, there was an increase in spectral selectivity induced
by pairing of tone pulses and VTA microstimulation. Furthermore,
more neurons in experimental animals exhibited non-monotonic
rate±level functions in VTA/tone-paired animals (P , 0.005; see
Figs 1f and 2d). These non-monotonic neurons may provide a basis
for intensity selectivity, and may re¯ect another dimension of
plastic remodelling that was selective for the constant-loudness
paired tonal stimuli.

To ensure that effects were attributable to the activation of
dopamine neurons in the VTA (or in VTA targets), three animals
received systemic SCH-23390 and eticlopride (D1- and D2-type
receptor antagonists) 30 min before pairing 9-kHz pulsed tones
with VTA stimulation. After 20 pairing sessions identical to those
used in other experimental animals the auditory cortices of these
animals were indistinguishable from those of naõÈve controls.
Neither the sizes of auditory cortex nor the percentages of the
cortical areas representing the 9-kHz stimulus frequency differed
between dopamine receptor antagonist and naõÈve rat groups (size:
1.23 6 0.11 mm2, P . 0.5 antagonist versus naõÈve, P , 0.05 antago-
nist versus paired, P , 0.05 all three groups; percentage of 9-kHz
representation: 23.4 6 4.1% for naõÈve group, 18.1 6 1.9% for
antagonist group, P . 0.1; data not shown). Dopamine neuron
activity seemed to be required for the induction of cortical reor-
ganization resulting from pairing VTA and tonal stimulation. To
control for tonal exposure and VTA stimulation effects four rats
were presented with 9-kHz pulsed tones and two rats received VTA
stimulation for 20 sessions. No signi®cant changes in cortical maps
or receptive ®elds were observed in these animals (analysis of
variance on total tone-responsive area, P . 0.5; on per cent
cortex with best frequency in each frequency band, P . 0.1;
see Supplementary Information).

In reorganized maps from VTA/tone-paired animals two cortical
zones developed an exaggerated response to the tonal stimulus: an
AI zone with best frequencies organized in a posterior±anterior
direction, and a ventroposterior ®eld responding almost exclusively
to the paired stimulus frequency (Fig. 1b, indicated by an arrow-
head). In paired animals, neurons in this ventroposterior ®eld and
in AI could not be easily physiologically distinguished from each
other. The fact that the ventroposterior ®eld did not conform to the
posterior±anterior-oriented rising best frequency gradientÐa
de®ning feature of the rat AI (ref. 14)Ðindicates that it is probably
not part of AI itself. This ventroposterior zone was poorly respon-
sive to tonal stimuli and non-selective for tone frequency in naõÈve
animals. It becomes sharply and almost exclusively tuned to the
paired stimulus frequency in VTA-stimulated animals. The position
of the ventroposterior zone indicates that it is Zilles' area TE2
(ref. 15), a multimodal association area15,16. Dense dopamine-
mediated innervation has been recorded in this region7,8.

We separately documented the pairing-induced changes within
these two remodelled tone-responsive auditory cortex zones,
de®ning the borders between the presumptive AI and ventroposter-
ior ®eld by the lines of greatest best frequency transition. By
that analysis, the size of AI alone was not signi®cantly
changed by the VTA/tone-pairing (naõÈve: 1.24 6 0.09 mm2;
paired: 1.21 6 0.08 mm2, P . 0.5; data not shown). On the other
hand, the 9-kHz representational zone in AI increased from
23.4 6 4.1% of AI in naõÈve animals to 33.4 6 1.8% in VTA/tone-
paired animals (P , 0.05). Again, adjacent 5.9- and 13.6-kHz
representations were reduced (P , 0.05).

The functional characteristics of a cortical neuron are de®ned not
only by its selectivity to input parameters but also by its interactions
with other neurons within cooperative neuronal ensembles. One
simple measure of these interactions is the degree of synchroniza-
tion of neuronal activity17. We analysed correlation of spontaneous
multiunit activity in naõÈve (n = 4) and VTA/tone-paired rats (n = 3).
In naõÈve animals correlation of discharges was higher for pairs of
neurons in AI than for pairs in the surrounding belt region
(including the ventroposterior ®eld) or between AI and the belt
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region (collectively called non-AI pairs; data not shown). In general,
correlation strengths decreased as a regular function of cortical
distance for both AI and non-AI pairs. VTA/tone-pairing did not
change the correlation±distance function of AI pairs, but resulted in
a strong increase in the correlation strengths of neurons within the
ventroposterior ®eld and between the ventroposterior ®eld and AI
(Fig. 3a, b). In naõÈve animals discharge correlation in periods of
spontaneous activity for VP±AI pairs was not different from that of
other non-AI pairs separated by equivalent cross-cortical distances.
However, in experimental animals VP±AI pairs showed much
greater spontaneous activity correlation than did other non-AI
pairs. This effect was speci®c for the cortical zones with altered
plasticityÐonly activity from the AI area that represented the
paired stimulus frequency (9-kHz AI) became highly correlated
with activity from the emergent 9-kHz-representing ventroposter-
ior zone (P , 0.001, between red dots and black circles in Fig. 3a,
with distance ranging from 700 to 1,600 mm). Notably, these two
regions were commonly more than 1 mm apart and were always
separated by areas in which discharges were not measurably corre-
lated with discharges of neurons within the ventroposterior zone
(Fig. 3b). More AI pairs (83 and 80% for naõÈve and paired rats,
respectively) showed time lags of near zero (, 3ms), as compared
with non-AI pairs (59 and 51% for naõÈve and paired animals,
respectively, excluding VP/9-kHz-AI pairs, Kolmogorov±Smirnov
test; P , 0.05). The time lag distribution of the VP/9-kHz-AI pairs
was comparable to that for AI pairs (82% near-zero time lag,
Kolmogorov±Smirnov test; P . 0.1).

These results indicate that VTA dopamine neuron activity paired
with sensory stimulation can induce long-range, cross-area-

synchronization of neuronal activity. They suggest that the VTA
dopamine system may mediate the learning-based grouping of
cortical neurons into distributed functional neuronal assemblies17.

Dopamine is believed to be involved in reinforcement learning4±6

in which a reward is associated with preceding but not following
events5. We tested whether a similar temporal speci®city can be
obtained for this tone/VTA-pairing-induced cortical plasticity. In
three rats VTA activity was preceded by a 4-kHz pulsed tone and
followed by a 9-kHz pulsed tone. After 20 days of pairing, the
cortical representation of 4 kHz was signi®cantly expanded
(P , 0.0005). The representations of adjacent 9-kHz frequencies
were signi®cantly reduced (P , 0.05; see Fig. 4). In addition, the
ventroposterior ®eld became well tuned to 4 kHz but not 9 kHz
tones (Fig. 4). Thus, cortical reorganization enabled by VTA activity
seemed to selectively enhance the saliency of the stimuli that
consistently preceded and, therefore, predicted the VTA activity,
and also to selectively attenuate the saliency of a stimulus that
immediately followed VTA activity.

The speci®c mechanisms by which the dopamine system modu-
lates reorganization of the cortex are unclear. The dense distribution
of dopamine receptors in the super®cial and deep layers of the cortex
suggests that the dopamine system may be involved in the modula-
tion of strengthening and weakening corticocortical connections7±9.
This is consistent with our ®ndings that dopamine activity paired
with sensory stimuli can enhance long-range, in-phase neuronal
synchronization, which is mediated by corticocortical connections18,19.
Cooperative interactions between the ventroposterior ®eld and the
AI plausibly contribute to the receptive ®eld and map changes
recorded in these two zones.
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It should be emphasized that our dopamine receptor-blocking
controls do not elucidate speci®c mechanisms accounting for
cortically induced change. VTA neurons project complexly to
other neuromodulatory nuclei20, and indirect plasticity modulation
effects may also have occurred. One of those indirect targets of the
VTA is the nucleus basalis20,21. Studies have already shown that
powerful plastic changes can be induced in the AI in adult rats by
pairing tonal stimulation with nucleus basalis stimulation following
an experimental model that is similar to that applied in our study.
On the other hand, changes recorded in VTA/tone-paired rats was
different, in many respects, from the plasticity induced by nucleus
basalis stimulation/tone pairing14,22,23 (see Table 1). The marked
differences between VTA and nucleus basalis plasticity modulation
show that changes recorded with VTA stimulation are not domi-
nated by, and probably not substantially attributable to, indirectly
engaged acetylcholine-mediated neuromodulatory inputs from the
nucleus basalis. It should also be noted that VTA stimulation differs
from natural activation of dopamine neurons in that it does not
re¯ect an error in reward prediction.

The cortex is thought to be hierarchically organized, with
progressively more complex information processing contributed
by `higher-level' cortical areas24. Most studies have focused on
plasticity in primary sensory and motor cortices and on its involve-
ment in shaping sensory processing or motor control
capabilities11,13,14,22,23,25±29. In the present study, as has been indicated
in earlier classical conditioning experiments30, we have shown that a
secondary auditory cortical zone is also subject to large-scale
plasticity-induced reorganization. The `association' cortex that
has been altered by VTA/tone-pairing in the current studies has
been described as diversely connected with sensory, limbic and
paralimbic cortical areas, suggesting that it is involved in cross-
modal sensory integration, association of emotion with sensory
stimuli, and learning16. These and other studies strongly indicate
that dopamine-enabled reorganization of this prospective associa-
tion cortical area may have an important role in the progressive
development of those cortical functions.

Our results directly demonstrate that ventral tegmental dopa-
mine-mediated activity enables the reorganization of the cerebral
cortex. The critical roles of central neuromodulatory systems in
maintaining and shaping cerebral cortex network, and thereby
cortical function, are just beginning to be understood. Further
studies should now rapidly advance our understanding of the
speci®c roles of different neuromodulatory systems as critical
agents contributing powerfully to the progressive development of
the functional capacities of the brain. M

Methods
Preparation

Platinum bipolar-stimulating electrodes were stereotaxically implanted within the right
VTA (4.5 mm posterior, 0.7 mm lateral and 8.5 mm ventral to Bregma) in female rats
anaesthetized with barbiturate (300 g), using techniques approved under University of
California, San Francisco Animal Care Facility protocols. After a two-week recovery

period rats were placed in an operant conditioning chamber and were allowed to bar press
for brief VTA microstimulation (10 biphasic pulses of 0.1-ms duration at 100 Hz). The
minimal current levels that reinforced consistent bar presses at least once every 2 s were
determined as the electrical stimulus threshold (100±200 mA). Subsequent pairing of
auditory stimuli with VTA stimulation took place in a sound-attenuation chamber. One
group of seven rats was presented with paired 9-kHz pulsed tone (six 25-ms tone pips with
5-ms on/off ramp delivered at a rate of 10 pips s-1, 55 dB peak intensity) and VTA electrical
microstimulation (10 biphasic pulses of 0.1-ms duration at 100 Hz, started 500 ms after
tone onset). The intervals between successive pairing trials were pseudorandom in the
range from 12 to 28 s. Three animals in this group were also given systemic D1 and D2
receptor antagonists (SCH-23390 and eticlopride, 0.1 and 0.3 mg kg, respectively,
administered intraperitoneally 30 min before each daily pairing session. A second group of
three animals underwent the same pairing procedure as the ®rst group, except that the
VTA stimulation trailed the pulsed tone by 925 ms. A third group of three animals received
pairings of VTA stimulation with pulsed tones of different frequencies: a 4-kHz pulsed
tone preceded the VTA stimulation and a 9-kHz pulsed tone followed it. The onset
intervals between each of the tones and the onset of the VTA stimulation were both 500 ms.
To control for stimulus-induced changes in the auditory cortex four animals were
presented with 9-kHz pulsed tones and two animals with VTA stimulation alone.

Electrophysiology

In six naõÈve rats and 24 h after the last stimulation session in the experimental and control
rats, animals were anaesthetized with sodium pentobarbital, the right auditory cortex
surgically exposed, and neuronal responses recorded with parylene-coated tungsten
microelectrodes. We chose penetration sites to evenly sample from the auditory cortical
zone while avoiding blood vessels. At every penetration site the recording microelectrode
was lowered orthogonal to the surface 470±550 mm in depth (layers 4/5), where vigorous
driven responses were recorded. We collected the evoked spikes of a neuron or a small
cluster of 2±5 neurons at each site. Frequency/intensity response areas were reconstructed
in detail by presenting 60 pure-tone frequencies (0.5±30 kHz, 25-ms duration, 5-ms
ramps) at each of eight sound intensities to the contralateral ear at a rate of two
stimuli per s using a calibrated sound-delivering system. The tuning curve characteriza-
tion was made with a `blind' procedure. A best frequency (recorded objectively) was
de®ned as the frequency that evoked a neuronal response at the lowest stimulus intensity.
To generate best frequency maps, points on the cortex were assigned the best frequencies of
nearest penetrations through Voronoi tessellation14. The boundaries of the map were
functionally determined using sites that did not have a well de®ned, tone-evoked receptive
®eld. The response latency was de®ned as the time from stimulus onset to the earliest
response for any of the eight intensities of the ®ve frequencies that were nearest the best
frequency. Response amplitude was de®ned as the average number of spikes per tone for
®ve frequencies nearest the best frequency at 70 dB. Response latencies and amplitudes
were analysed only for sites with a well de®ned receptive ®eld.

To analyse neuronal discharge correlation, spontaneous activity was simultaneously
recorded from three to four sites for 30 periods of non-stimulus spontaneous activity that
were 2 s in duration. For each recording pair a cross-correlogram (a histogram of between-
site spike intervals) was constructed from -100 ms to 100 ms. An interval less than 10 ms
was considered as a synchronized event. The degree of synchronization was assessed using
per cent of synchronized events. Time lag was de®ned as the spike interval at the peak of
the correlogram. Unless otherwise speci®ed in the text statistical signi®cance was assessed
using a two-tailed t-test. Data are presented as mean 6 s.e.m. On completion of the
experiment electrolytic lesions were made through the stimulating electrodes and the
placement of the stimulating electrodes in the VTA was veri®ed with histological
examinations.
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Candida albicans, a normal component of the mammalian gastro-
intestinal ¯ora, is responsible for most fungal infections in
immunosuppressed patients. Candida is normally phagocytosed
by macrophages and neutrophils, which secrete cytokines and
induce hyphal development in this fungus1,2. Neutropenic patients,
de®cient in these immune cells, are particularly susceptible to
systemic candidiasis3,4. Here we use genome-wide expression pro-
®les of the related yeast Saccharomyces cerevisiae to obtain a
signature of the events that take place in the fungus on ingestion
by a mammalian macrophage. Live S. cerevisiae cells isolated from

the phagolysosome are induced for genes of the glyoxylate cycle, a
metabolic pathway that permits the use of two-carbon com-
pounds as carbon sources. In C. albicans, phagocytosis also up-
regulates the principal enzymes of the glyoxylate cycle, isocitrate
lyase (ICL1) and malate synthase (MLS1). Candida albicans
mutants lacking ICL1 are markedly less virulent in mice than
the wild type. These ®ndings in fungi, in conjunction with reports
that isocitrate lyase is both upregulated and required for the
virulence of Mycobacterium tuberculosis5,6, demonstrate the wide-
ranging signi®cance of the glyoxylate cycle in microbial patho-
genesis.

Systematic studies of host±pathogen interactions have been
hampered by the lack of genetic tools in C. albicans. For this
reason the related but non-pathogenic yeast S. cerevisiae is often
used to uncover relevant genes. In vitro, cultured mammalian
macrophages readily ingest both S. cerevisiae and C. albicans cells.
A population of S. cerevisiae highly enriched for phagocytosed cells
was isolated and subjected to whole-genome microarray analysis
using oligonucleotide-based arrays (Affymetrix). Three hours after
initiating the co-culture, most of the phagocytosed cells were alive
(averaging 67% alive, as assayed by methylene blue staining);
transcriptional pro®ling of these cells reveals the response of
fungal cells to phagocytosis.

Eleven of the ®fteen most highly induced S. cerevisiae genes after
phagocytosis (Table 1) encode proteins related to the glyoxylate
cycle, through which two-carbon compounds are assimilated into
the tricarboxylic acid (TCA) cycle (see Fig. 1). Three of the ®ve
glyoxylate cycle enzymes are on this list (isocitrate lyase, ICL1;
malate synthase, MLS1; and malate dehydrogenase, MDH2), and a
fourth (citrate synthase, CIT2) is also strongly induced (4.9-fold,
ranking 24th). Furthermore, several genes functionally related to
the glyoxylate cycle are induced, including acetyl coenzyme A
(acetyl-CoA) synthase (ACS1); YDR384c, a homologue of the
Yarrowia lipolytica glyoxylate pathway regulator (GPR1; refs 7, 8);
several transporters and acetyltransferases, which are used to traf®c
intermediates of the glyoxylate cycle and fatty-acid degradation
between organelles (CRC1, ACR1, YAT1 and YER024w); and
fructose-1,6-bisphosphatase (FBP1). FBP1 is a central regulatory
point in gluconeogenesis9Ðthe production of glucose is the prin-
cipal function of the glyoxylate cycle. Induction of the glyoxylate
cycle indicates that nutrient acquisition and use is the primary focus
of yeast cells upon phagocytosis, presumably because the phago-
lysosome is poor in complex carbon compounds (see Fig. 1).

Although the glyoxylate cycle and TCA share common reactions,
it is only the isozymes specialized for the glyoxylate cycle that are
induced (Fig. 1). The cytosolic isozyme of MDH2, which preferen-
tially functions in the glyoxylate cycle10, is induced 15.6-fold. By
contrast, the mitochondrial (MDH1) and peroxisomal (MDH3)
forms are not induced. Out of the three citrate synthase isoforms
only the glyoxylate cycle-speci®c CIT2 is induced. In control array
experiments expression of glyoxylate cycle enzymes were not
changed signi®cantly in response to conditioned media, oxidative
stress, or contact with heat-killed macrophages (see Methods).
Thus, phagocytosis speci®cally upregulates the glyoxylate cycle
and its accessory proteins. This metabolic response takes precedence
over any conventional stress response, suggesting that nutrient
deprivation is the primary `stress' that confronts these cells.

We cloned the C. albicans genes for isocitrate lyase (ICL1) and
malate synthase (MLS1), the only enzymes whose activity is both
speci®c and limited to the glyoxylate cycle. Both genes share
signi®cant homology with proteins from fungi, plants and bacteria
but, notably, not mammals, which do not have the glyoxylate cycle.
Northern analysis of RNA from both S. cerevisiae and C. albicans
cells grown in the presence of macrophages shows that in both
organisms the ICL1 or MLS1 (Fig. 2a, b) genes are signi®cantly
induced by macrophage contact when compared with cells grown in
media alone. Thus, the induction of the glyoxylate enzymes is a
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