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Abstract

Tinnitus is often related to hearing loss, but how hearirgg loould lead to tinnitus has re-

mained unclear. Animal studies show that the occurrencmwittis is correlated to increased
spontaneous firing rates of central auditory neurons, buwthar@sms that give rise to such
hyperactivity have not been identified yet. Here we presenaputational model that repro-

duces tinnitus-related hyperactivity and predicts timspitch from the audiograms of tinnitus
patients with noise-induced hearing loss and tone-likeitiis. Our key assumption is that

the mean firing rates of central auditory neurons are cdattdly homeostatic plasticity. De-

creased auditory nerve activity after hearing loss is ttmmteracted through an increase of
the neuronal response gain, which restores the mean ratafatso lead to hyperactivity. Hy-

peractivity patterns calculated from patients’ audiogsahibit distinct peaks at frequencies
close to the perceived tinnitus pitch, corroborating hgpavity through homeostatic plastic-

ity as a mechanism for the development of tinnitus afterihgdoss. The model suggests
that such hyperactivity, and thus also tinnitus caused lojlear damage, could be alleviated
through additional stimulation.



| ntroduction

Tinnitus is the perception of a phantom sound in the absehaearresponding acoustic stim-
ulus. In many cases, tinnitus is related to hearing loss: niprity of tinnitus patients are
affected by hearing loss (Nicolas-Puel et al., 2002), ttegihg thresholds of tinnitus subjects
are elevated compared to age-matched controls (Roberts 20@8), and the occurrence of
tinnitus is related to steep audiogram slopes (Konig e8l06). Interestingly, the perceived
pitch of the tinnitus sensation corresponds to frequenetesre hearing is impaired (Henry
et al., 1999; Norefa et al., 2002; Konig et al., 2006). Mo, tinnitus patients with normal
audiograms show evidence of limited cochlear damage (Slebah, 1997; Weisz et al., 2006).
On the other hand, there are also forms of tinnitus that ardéimieed to hearing loss, like for
example pulsatile tinnitus or somatic tinnitus (MgllerpZ).

In animals, hearing loss through acoustic trauma can leattteased spontaneous firing
rates (Kaltenbach and McCaslin, 1996; Brozoski et al., 20@##eiia and Eggermont, 2003;
Ma et al., 2006) and increased synchronization of the spewoias neuronal discharge (Norefa
and Eggermont, 2003) of central auditory neurons. Theestrtitage where increased sponta-
neous firing rates were found was the dorsal cochlear nu(¥ol, Kaltenbach and McCaslin,
1996), and the degree to which the spontaneous firing rateselevated was correlated to the
strength of behavioral evidence for tinnitus (Kaltenbathlg 2004). However, how cochlear
damage could lead to such hyperactivity, and which plagtimoiechanisms are involved, has
remained unclear.

How hearing loss could give rise to tinnitus-related atyipiatterns in central auditory neu-
rons has been the focus of theoretical modeling studieshdrfduditory brainstem model”
(Gerken, 1996), lateral inhibition is assumed to exaggedatcontinuities in the spontaneous
or driven output of the cochlea across frequencies, likefample a drop in spontaneous firing
rates created by hearing loss. The resulting peak-likeigcpatterns are proposed as a basis
for a tinnitus sensation (Gerken, 1996). Recent modelindiss have addressed the issue of
how an increased response gain of central auditory neuftarshearing loss elevates sponta-
neous firing rates (Schaette and Kempter, 2006; Domingusz 006; Parra and Pearlmutter,
2007) and enhances neuronal synchrony (Dominguez et 86) 28s observed in animal mod-
els of tinnitus. We have proposed that a stabilization oftiean firing rates of central auditory
neurons through homeostatic plasticity after hearing éaggdd be the underlying mechanism
for such an increase in response gain (Schaette and Kergp@#, 2008). Homeostatic plas-
ticity is a mechanism that changes neuronal activity on soaes of hours to days by scaling
synaptic strengths and regulating neuronal excitabilityr(igiano, 1999).

So far, computational models of tinnitus based on homdospésticity (Schaette and
Kempter, 2006) or gain adaptation and lateral inhibitioar(® and Pearlmutter, 2007) have



reproduced the relation between tinnitus pitch and hedosgin a qualitative way only. In this
study, we go one step further and perform a quantitative eoisgn between model predictions
of tinnitus pitch and patient data. Therefor we combine amataxional tinnitus model based
on homeostatic plasticity (Schaette and Kempter, 20068280d lateral inhibition (Gerken,
1996) in one framework. We then apply this framework to dabanftinnitus patients with
noise-induced hearing loss and tone-like tinnitus (Kéetigll., 2006) and estimate a tinnitus
pitch from the audiograms of the patients. We find that neairbyperactivity through homeo-
static plasticity is essential for obtaining model preidics of tinnitus pitch that are consistent
with patient data.



M ethods

Patient Data: Audiogramsand Tinnitus Pitch

Our sample of tinnitus patients consists of 24 male subpeitts work-related noise-induced
hearing loss and tone-like tinnitus in both ears. This sangphstitutes the subgroup of all
patients with tone-like tinnitus but excludes the 17 pdtienth noise-like tinnitus and the 30
patients with no tinnitus of the data analyzed in a previdudys(Konig et al., 2006). Pure-tone
audiometry was performed with a clinical audiometer usifgdifferent frequencies (0.125,
0.25,0.5, 1, 1.5, 2, 3, 4, 6, and 8 kHz). Tinnitus pitch wagdrined by equating the pitch of
a pure tone (0.125, 0.25, 0.5, 1, 1.5, 2, 3, 4, 6 and 8 kHz) tontbs&t prominent tinnitus pitch
(see Konig et al., 2006, for details).

We used the edges of audiograms as a simple reference modtiahitus pitch prediction.
Audiogram edges were detected in a two-step process: Frdetermined the frequency range
where hearing levels had not dropped more than 20 dB belowekehearing level observed
in the audiogram. In this range, we looked for a local maximafrthe second derivative of
the audiogram to identify the audiogram edge. If no edgectbelidentified in that way, the
highest frequency that still met the 20 dB hearing levekciiin was said to be the audiogram
edge.

Computational M odel

To test hypotheses of how hearing loss can lead to tinnitesset up a simple phenomeno-
logical model of several processing stages of the auditatigyay: the auditory nerve (AN),

the dorsal cochlear nucleus (DCN), and a layer with latefabition as found in higher stages
of the auditory pathway like, for example, the inferior aallus and/or the auditory cortex
(Fig. 1a). The model is phrased in terms of average firingsratesmall populations of neu-

rons, i.e., all model neurons represent populations of meatons. The model is organized
in frequency channels that are arranged tonotopically fimmto high frequencies, with 10

frequency channels per octave. Below we briefly describeni@ properties of the computa-
tional model. Details can be found in Schaette and Kemp@§22008).

Acoustic Environment, Auditory Nerve Model, and Hearing L 0ss

We assume that the probability density functiaiil ) of the sound intensity levels(in units
of dB) encountered in a typical acoustic environment cangpeaximated by a Gaussian dis-



tribution with a mean intensity qff = 40 dB and a standard deviation@f= 25 dB:
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We assume the same intensity distribution for all frequast@nnels (Fig. 1a).

Each frequency channel in our AN model comprises a small latipn of AN fibers with
similar characteristic frequencies but different resgotisesholds and different spontaneous
firing rates. The activity of the AN fiber population in eachduency channel is described by
a population firing rate (I ):

fsp for | <lp,

t(1) = Ji " pi(1") (2)

fsp+ (fmax— fsp) 1 P fOI’ I Z Ith.
—Psp

The probability of occurrence of spontaneous activitPjs= [ dl pi(1); a value ofPsp =
0.05, for example, means that 5% of the time the AN fibers arev@ctt the spontaneous
firing rate fsp. By definition, the response threshold of the healthy AN fipepulation is
lth = 0dB hearing level (dB HL). For sub-threshold stimuli, th&sespontaneous activity at
fsp = 50 spikes/s. For supra-threshold stimuli, the firing-rasponse grows with increasing
sound intensity and saturatesfatx = 250 spikes/s. The resulting AN rate-intensity functions
are shown in Fig. 1b (black line).

As our tinnitus subjects suffer from noise-induced healisg, the properties of the model
AN are adjusted to capture the effects of noise-induced dan@inner and outer hair cells
of the cochlea on AN activity (Liberman, 1984; Liberman anddds, 1984; Liberman and
Kiang, 1984; Heinz and Young, 2004). Thus, for each frequeha@annel, we set the response
threshold, of the AN fiber population to the corresponding hearing thods of the subject’s
audiogram, and we decrease the spontaneous firingfgabe proportion to the threshold in-
crease: fsp(lth) = fsp- (1—1n/120dB). The resulting population rate-intensity functions for
different degrees of threshold elevation are shown in Fidgtay lines). To obtain the hearing
thresholds at frequencies between the test tones of theraetkr, we linearly interpolate the
audiograms.

The mean firing rates of the AN fibers in each frequency chacaelbe calculated from
the distribution of sound intensities and the AN respongetions. Noise-induced hearing loss
decreases the mean firing rate in proportion to the degreeabil€ar damage (Fig. 1c, details
can be found in Schaette and Kempter, 2006).



Dorsal Cochlear Nucleus Model and Homeostatic Plasticity

The brainstem stage of our model is based on the minimalitittat has been proposed for
the DCN (Young and Davis, 2002), in which projection neur({fPNs) are inhibited by wide-
band inhibitor (WBI) neurons and type Il neurons. We refetyfee || neurons as narrow-band
inhibitor neurons, due to their function of providing inkibn for narrow-band stimuli only.
All neurons of the minimal circuit receive excitatory indgusm the ipsilateral AN (Fig. 1). In
the following, we briefly describe the main properties of lH@N model. Details can be found
in Schaette and Kempter (2008).

Model for Wide-Band Inhibitor Neurons. WBI neurons strongly respond to broad-band
noise, but only weakly to pure tones. In our model, a WBI nauceives input from ten
frequency channels firing with ratds, fo, ..., f10. The output firing-rate responseis given

by a threshold-linear functiow,

1 10
w=W(fy,fp,..., f10) = [E;fi—ew] , 3)
= +
where][...]+ denotes positive rectification, alg, = 100 spikes/s is the firing threshold.

Model for Narrow-Band Inhibitor Neurons: Our model for a narrow-band inhibitor (NBI)
neuron is based on the responses of type Il neurons of the Dge.1l neurons are narrowly
tuned; they respond strongly to pure tones but only weaklyréad-band noise. They receive
excitation from the ipsilateral AN and are inhibited by WBiurons. The output of the model
NBI neuron is described by a threshold-linear responsetiimmdl with a firing threshol®,, =
100 spikes/s. Its firing ratein response to AN input from a single frequency channel fiehg
rate f and WBI input at ratev is

n=N(f,w) = [f — gnww—6n] . (4)

The gain factog,,, determines the strength of the inhibition from the WBI neurbis set to
Onw = 1.5 to ensure that the NBI neuron does not respond to broad+taad.

Model for Projection Neurons: In our model, a PN receives excitatory input from a sin-
gle AN frequency channel, and it is inhibited by a WBI and anlBuron. The PN and the
NBI neurons receive excitatory input from AN fibers of the safirequency channel, and both
neurons are also inhibited by the same WBI neuron (Fig. 1bg gain factorgy,, andg, for
inhibition from the WBI and the NBI neuron, respectivelyielenine the response characteris-
tics of the PN (Schaette and Kempter, 2008). For the resgans&onR of the PN, we choose
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a hyperbolic tangent with positive rectification as this sa#urating function with convenient
analytical properties. With a firing threshold of 0 spikesfe PN’s firing rate responseis
given by

(5)

r=R(f,w)= rhightanh<[f _gWW_g”N(f7W)]+) ,

Ihigh

wheref is the firing rate of the afferent AN fiber population,is the firing rate of the WBI
neuron, andhnigh = 300 spikes/s is the maximum possible firing rate of the PN.firtng rate
n of the NBI neuron is given as = N(f,w) as it depends on the sanfieandw as the PN’s
response due to their shared input.

Homeostatic Plasticity: We consider homeostasis through global scaling of syndpssgshs,
which is implemented through a homeostasis fabtofhe gain of excitatory inputs is multi-
plied with h, and the gain of inhibitory inputs is divided Iwto account for the opposite regula-
tion of the strengths of excitatory and inhibitory inputs adserved in experiments (Turrigiano
et al., 1998; Kilman et al., 2002). The respons# a PN in dependence upon the value of the
homeostasis factdris then given by (Schaette and Kempter, 2008)

h-f —gW-W/h—gn~N(f,W)/h]+)
Mhigh '

r=R(f,wh) = rhightanh( (6)
The mean firing rate can thus be regulated by chanigifidne value ohis limited to the range
of [1/hmax, hmax to account for physiological constraints on synaptic giten If not stated
otherwise, we usBmax = 3.

We assume that the mean firing rates of the DCN PNs are stabdiza certain target mean
rater* by homeostatic plasticity. For each PiN,is the mean rate obtained for input from an
undamaged cochlea aild= 1. In this case, equation (6) equals equation (5). For a dathag
cochlea, the required change lofto restore the mean rate to its target level is determined
numerically.

Lateral-Inhibition Layer and Tinnitus Pitch Prediction

We added a lateral-inhibition layer to our computationabteldecause this is a general feature
of information processing in the brain. The lateral-intidn layer simplifies the estimation of
pitch and enables us to compare the homeostasis model withlsioased on lateral inhibition
only. The neurons of the lateral-inhibition layer receixeitatory input from the corresponding
PNs of the DCN stage (Fig. 1a), and they are connected byiiohjtsynapses. The pattern
as well as the strength of the inhibitory connections arg¢asoad in the connection matri¥/,

with the matrix component; < 0 representing the strength of the synapse from a neuron in
frequency channglto a neuron in frequency channeWe assume a threshold-linear response



function for the neurons in the lateral-inhibition layehus, the activityd = (az,ay, . .. ,ael)T
of all neurons in the lateral-inhibition layer is deterndr®gy the condition

d=[r+W-d,, )

with the vector = (rq,rz,...,re1)" of the firing rates of the DCN PNs. The upper index ‘T’
denotes transposition so tha a column vector.

We choose a unimodal distribution of inhibitory projectomith symmetric inhibition to-
ward lower and higher frequencies,

(8)

W _ ) ~Wmax-3 [L+cos(ri— /)] forfi—j|<o
: 0 otherwise

wherewnmax denotes the maximum strength of the inhibitory synapsegaisdhe width of the
arborization pattern of the inhibitory connections. Weteetmaximum strength t@myax = 0.8

and the width tao = 5 frequency channels. These values ensure efficient shagpehpeaks
without the occurrence of pronounced side lobes (Fig. Z).tke model with lateral inhibition
only, the width is increased to = 10 frequency channels to reliably create peaks from the
profiles of AN or DCN spontaneous firing rates after hearirss I-ig. 2c,d)

In the absence of acoustic stimulation, the PNs of the mod&\ Dire at constant rate
Tsp. We obtain the steady-state activilly, of the neurons in the lateral-inhibition layer by
numerically solving equation (7) with = sp andd = dsp. The model tinnitus pitch is then
derived fromdsp. We assume that the dominant pitch of the tinnitus sensaidetermined
by the characteristic frequency of the neuron with the higlspontaneous firing rate in the
lateral-inhibition layer.

Evaluation of Pitch Prediction Performance

The errorE of tinnitus pitch prediction is quantified using the rootanesquare deviation (in
octaves) of the tinnitus frequencips(in kHz), as predicted by the model for édr=1,...,n),
from the pitch matching results(in kHz) of then ears:

E= \/% i:i [loga(pi /)] (9)

The biasB of pitch prediction is evaluated by computing the deviabbthe mean predicted
tinnitus pitchpy = %Zi log, pi from the mean observed tinnitus pitgh= %Zi log,t;:

B=Hp— e (10)



To assess the correlation between predicted and obsenretu$ pitch, we calculate the

linear correlation coefficier®:
B Cov(p,t)

Op 0[

C (11)

with the covariance given by Cop,t) = nT11 Yilog, pi - log,ti — W e The variances of pre-
dicted and observed tinnitus pitch are= -1; 5; (log, pi — up)z ando? = -1 5 (logy ti — ).

The implementation and evaluation of the model were donegusiATLAB from the Math-
Works Inc., Natick, Massachusetts.



Results

In this study, we present a model that reproduces tinnileged activity patterns in the auditory
system after hearing loss, which allows us to estimate tiettis pitch from an audiogram.
This phenomenological model comprises the auditory ne®),(the brainstem, and a stage
with recurrent lateral inhibition as observed in higherigug structures like for example the
inferior colliculus and the auditory cortex (Fig. 1a, seetMuls for details).

In the AN stage of the model, we capture the effects of naiseiged hearing loss on AN
activity by adjusting the shape of the rate-intensity fiorts (Fig. 1b). The brainstem stage
of the model resembles the basic circuit of the dorsal cechiaecleus (DCN, see Young and
Davis, 2002, for a review), and the model neurons reprodabiers features of the responses
of DCN neurons (Schaette and Kempter, 2008). After heaosg through cochlear damage,
homeostatic plasticity adjusts the effective response giihe model DCN projection neurons
(PNs) in order to stabilize their mean firing rates at a certarget level. This stabilization
can lead to the development of increased spontaneous faieg, which we interpret as neural
correlates of tinnitus (Schaette and Kempter, 2006, 2008¢. model tinnitus pitch is derived
from the activity pattern of neurons in the lateral-inhitit layer. This lateral-inhibition layer
is not meant to represent a specific region of the auditoriesysits function is merely to
demonstrate how lateral inhibition could amplify unevessia the profile of spontaneous firing
rates, giving rise to activity peaks that might underly tdike tinnitus.

Predicting Tinnitus Pitch from Patients' Audiograms

Computational models of tinnitus should provide testabéltions of characteristics of tin-
nitus in human subjects or animal models of tinnitus. We tiegsthe ability of our model to
predict tinnitus pitch from the audiograms of 24 tinnitusi@ats with noise-induced hearing
loss and tone-like tinnitus (Fig. 2a). Figure 2b shows théi@grams of 3 example subjects;
their perceived tinnitus pitch is indicated by downwardars.

To predict the tinnitus pitch from an audiogram, we adjust thsponse properties of the
model AN fibers in all frequency channels to the measuredrglrss. Specifically, we match
the response threshold in each AN frequency channel to thengethreshold obtained from
the interpolated audiogram, and we set the spontaneoug faile accordingly (Fig. 1b and
Methods), as observed after noise-induced damage to treosiiéa of inner and outer hair
cells (Liberman, 1984; Liberman and Dodds, 1984; Libermad Kiang, 1984; Heinz and
Young, 2004). Resulting activity profiles of the model AN ah®wn in Fig. 2c. The mean and
the spontaneous firing rates are reduced in the AN frequdmaynels that are affected by the
hearing loss, which concerns predominantly the high-feegy range in our examples. Thus,
hearing loss reduces the excitatory input from the AN to tlgbdr stages of the model, which
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therefore also reduces the mean and spontaneous firingofattes corresponding PNs in the
DCN stage of the model (Fig. 2d).

In our model, we assume that the mean firing rates of PNs in @i Bre stabilized at a
certain target level by homeostatic plasticity. A decrdagbe mean firing rates after hearing
loss then activates homeostasis in the affected PNs. Wenasthat homeostasis acts on the
single-neuron level, i.e. each PN individually tries tdo#liae its mean firing rate. To counteract
the reduction of the mean firing rate of a PN after hearing, lbssneostasis increases the
strength of the excitatory projections onto the PN and desae inhibitory synaptic strengths,
thus elevating the effective response gain.

An increase in the response gain of central auditory neutonsigh homeostatic plasticity
after hearing loss can lead to hyperactivity (Schaette amdpter, 2006, 2008). For example,
the PNs in Fig. 2e that receive input from the damaged partiseo€ochlea exhibit increased
spontaneous firing rates. The degree to which the spontarfieing rates are elevated depends
on the severity of hearing impairment at this frequency clean

Homeostatic plasticity is able to stabilize the mean firiaigs of all DCN PNs at the target
level for the first two subjects (left and middle columns ig.FAe). For the third subject (right
column), the situation is slightly different. Hearing lassnore severe in the highest frequency
channels, thus demanding an increased amount of homeostatpensation. However, tak-
ing into account physiological constraints on synaptierggth, we impose an upper limit for
homeostatic plasticity. As a consequence, homeostasidlsased for the DCN PNs at char-
acteristic frequencies at which hearing loss is severeginand the mean rates of these PNs
remain below the target level. As a result, the spontanedng fiate increases with increasing
hearing loss until the saturation point is reached, and deeneases again.

The neurons of the lateral-inhibition layer, the next pssieg stage of the model, receive
excitatory input from the PNs of the DCN stage. The inputgratt of DCN spontaneous firing
rates after homeostasis (Fig. 2e, red solid lines) lead tiwitgcprofiles with distinct peaks
in the lateral-inhibition layer (Fig. 2f, red lines). Theghs are located at frequencies above
the audiogram edge, where hearing is impaired; peaks aatedré¢hrough an amplification
of patterns of DCN hyperactivity that developed in the fregey channels affected by hearing
loss. If such peaks are interpreted as the basis for a tkae¢ifinitus sensation, with a perceived
pitch that corresponds to the characteristic frequencii@heuron with the highest firing rate,
the model predicts tinnitus pitch (red upward arrows) cltmséhe subjects’ perceived pitch
(downward errors in Fig. 2a).

This tinnitus pitch prediction procedure is applied to thieiagrams from all 24 subjects.
The distribution of predicted tinnitus pitch in the homess$ model (Fig. 3a, bars with red
outlines) matches the distribution of the observed timpiich (Fig. 3a, gray bars). The bias
of model tinnitus pitch predictions is lovB = —0.05 octaves (see Methods). A scatter plot of
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the model predictions versus the tinnitus pitch reportedneysubjects is depicted in Fig. 3b.
The correlation coefficient between predicted and obsepited isC = 0.49 (p = 0.0005). For
the pitch prediction errdg, as quantified by the root-mean-square deviation (see Msjhae
obtainE = 0.60 octaves, which is comparable to the uncertainty of tirsytitch matching with
human subjects (Burns, 1984; Henry et al., 2004).

Predictions of a Tinnitus Model with Lateral Inhibition only are System-
atically too L ow

For comparison to our homeostasis model, we evaluate tHerpemce of a model where
tinnitus-related activity patterns are generated by &iahibition only, as proposed by Gerken
(1996). In our model framework, this can be achieved by dilsglhomeostatic plasticity in the
brainstem stage. We illustrate pitch prediction with thiedal-inhibition model for the three
example patients: As before, the patients’ noise-indu@atihg loss (Fig. 2b) decreases the
spontaneous firing rates of both the AN and DCN in the hightfemcy range (Fig. 2c and d,
solid lines). When such an activity profile with a steep doprocessed by a neuronal structure
with lateral inhibition (but without homeostatic plastigi, an activity peak at the edge of the
profile is created (Fig. 2f, blue lines). The most prominentivéty peak is thus generated close
to the audiogram edge, and thus the model predicts theuspitch around the audiogram edge
frequency. However, the audiogram edge frequency is giynéelow the perceived tinnitus
pitch (Henry et al., 1999; Konig et al., 2006), and thus teral-inhibition model predicts
tinnitus pitch systematically too low (Fig. 3, blue colotlie bias isB = —1.47 octaves, the
correlation coefficient i€ = 0.37 (p = 0.01), and the prediction error E= 1.62 octaves. The
performance of the lateral-inhibition model is worse thaet bf the homeostasis model.

The pitch prediction performance of the lateral-inhibitimodel is judged against a the
performance of a very simple estimator of tinnitus pitch,ickhsimply takes the frequency
of the audiogram edge (see Methods). The bias of this esimmB = —1.48 octaves, the
prediction error isE = 1.69 octaves, and the correlation coefficienCis= 0.30 (p = 0.04).
The performances of this edge-detection model and thealatdribition model in predicting
tinnitus pitch are similarly weak.

Our new model including homeostatic plasticity predicttius pitch much more accu-
rately than the lateral-inhibition model or the model basethe audiogram edge. We conclude
that models including homeostatic plasticity can consitdgrincrease tinnitus-pitch prediction
performance.
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Successful Pitch Prediction Requires Hyperactivity

We now test the robustness of pitch prediction with respeegtiation of model parameters.
The mostimportant parameters are the strengths of theitahilprojections from the interneu-
rons within the DCN, which determine the response propedid’Ns (Schaette and Kempter,
2008). These parameters also control whether homeoslasiiqity after hearing loss can lead
to hyperactivity. In the model used so far (Figures 2 and I8}, dorresponding gain factors
of inhibition were set tay, = 0.6 andg, = 1.3 (see Fig. 1la and Methods), and the resulting
PNs could become hyperactive after hearing loss. We nowesytcally vary the values @,
(from 0 to 1.5) andy), (from O to 3) to determine their influence on pitch prediction

We find low prediction error& (Fig. 4a) and high correlation coefficier@s(not shown)
when PNs receive weak to moderate inhibition. The lowesgtipten error isE = 0.59 octaves,
and the highest correlation@= 0.51 (for g, = 0.2 andg,, = 2). Moreover, for a wide range
of gain factors (area left of the black contour line line atciave in Fig. 4a), prediction errors
of the homeostasis model are reasonable and much lower hiea@rtorsE = 1.62 octaves
andE = 1.69 octaves obtained from the lateral-inhibition model dreledge-detection model,
respectively. For strong inhibition (high values of bathandg,, area right of the black line
in Fig. 4a), on the other hand, prediction errors are high.

To show that the performance of pitch prediction is linkedhyperactivity after hearing
loss, we consider the case of 60 dB noise-induced hearisgriadl frequency channels. The
resulting spontaneous activity of DCN PNs is shown in Fig.dfjain as a function of the
inhibitory gain factorsy, andg,. For a wide range of gain factors we observe hyperactivity
(area left of the black contour line at 50 spikes/s in Fig. ## note that this parameter region
largely overlaps with the parameter region in Fig. 4a forahtinnitus pitch is predicted with
low error. On the other hand, the parameter region wherd pitedictions are inconsistent
with the data coincides with the parameter region where RiNsotl become hyperactive — the
spontaneous firing rate can even be decreased after heasm@rid homeostasis (areas right
of the contour lines in Figs. 4a and b). We conclude that hagiesity is required for accurate
pitch prediction.

In our model, we assume that homeostatic plasticity scaleaptic strength. However,
physiological constraints limit the amount of scaling. Wavé accounted for this constraint
by limiting the homeostasis facttr (see Methods) to a certain maximum valyg,y, which
was set tdhmax = 3 in the model used so far. The valuelgfax determines at which degree
of hearing loss the saturation point of homeostasis is exhicand it therefore also controls
whether hyperactivity is generated or not. Figure 4c shdwesesulting spontaneous activity
as a function of the degree of hearing loss — for several galtig,ax. Whenhnyax is increased,
homeostasis saturates at a higher degree of hearing las#j@maximum of the spontaneous
firing rate is increased. In the model without homeostdgig(= 1), which corresponds to the
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lateral-inhibition model, the spontaneous firing rate dases with increasing hearing loss.

We finally assess the effect of the model parambigy on pitch prediction performance
for our sample of patients. In particular, we determine theimum prediction error from the
results obtained for all combinations gf, andg, (Fig. 4d). We find that fohyax > 1.5 the
minimum prediction error is lower than 1 octave. Fgax > 3, the minimum prediction error
stays constant. Thus, lifax is high enough, and hyperactivity can develop in the modélyf
accurate predictions of tinnitus pitch can be obtained.

Model Predictionsfor Tinnitus Treatment

With our computational model, we have demonstrated howimgérss could lead to neuronal
hyperactivity and tinnitus through a central compensatosrdecreased AN activity. Thus, a
complete renormalization of AN activity, for example thgbua hypothetical perfect hearing
aid, could completely abolish tinnitus in the model; moma simpler strategy of matched-
noise stimulation is also sufficient (Schaette and Kem2@06, 2008). We need to assume,
however, that there are no cochlear dead regions (Moore, 0810), i.e., regions where inner
hair cells are completely lost. Cochlear dead regions wpuédlude acoustic stimulation of
the corresponding AN fibers.

Most current hearing aids provide little to no amplificatamove 5-6 kHz (Moore, 2007),
and similar limitations apply to noise generators that anenvbbehind the ear. Central auditory
neurons that are sensitive to frequencies above this €fieguency of the stimulation device
thus remain unstimulated. Additional acoustic stimulatiath a hearing aid could therefore
create an effective audiogram edge beyond 5-6 kHz, and imeilation might simply shift
the tinnitus. We evaluate this scenario in our model for theoad subject in Fig.2. The
audiogram is shown again in the top panel of Fig. 5a. Withdditeonal acoustic stimulation,
there is hyperactivity in the model DCN, and the activitytpat in the lateral-inhibition layer
shows a distinct peak at 4 kHz.

We first consider stimulation with a hypothetical perfecatieg aid that completely re-
stores AN activity to normal levels, but only up to its cuf-tEquency of 6 kHz. The black
line in Fig.5b (top panel) shows the effective audiogrant tha&reated by this device. After
prolonged stimulation, homeostasis adapts the gain fatothe model DCN. The resulting
pattern of spontaneous firing rates along the tonotopic @xike DCN still shows increased
spontaneous firing rates for neurons with characterigtiquiencies above 6 kHz (Fig. 5b, mid-
dle panel). In the lateral-inhibition layer, the resultiactivity pattern has a pronounced peak
at approximately 7 kHz (Fig. 5b, bottom panel), which is $&min magnitude to the tinnitus
peak without hearing aid use (Fig. 5a, bottom panel); thaudtition with the hearing aid has
just shifted the pitch of the tinnitus.
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To avoid the problem of just shifting tinnitus pitch by mearis hearing aid with a sharp
cut-off frequency, we propose an alternative stimulatisategy that uses the hearing aid to
flatten the audiogram. The gains of the hearing aid are tottsish that the resulting effective
audiogram has a smooth transition from normal hearing taig#oss. In the example shown
in Fig. 5¢ (black line in the top panel), the transition rasgans more than two octaves, and the
effective hearing level has a shallow slope. After prolahgse of this device, the spontaneous
firing rates in the model DCN are still slightly elevated ire thigh-frequency range. How-
ever, the resulting pattern of spontaneous firing ratesgailoa tonotopic axis is smooth. As a
consequence, the activity in the lateral-inhibition laglees not display a pronounced activity
peak (Fig. 5c, bottom panel). This scenario correspondsedaction of tinnitus compared to
Figs.5a and b.
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Discussion

We have presented a computational model that predicts esanghe spontaneous firing rates
of neurons in the central auditory system after hearing, lasd we applied the model to the
audiograms of tinnitus patients with moderate to seversaimiduced hearing loss in the high-
frequency range and tone-like tinnitus. Because the efjotd hearing loss was known, we
could model the subjects’ hearing loss based on animalegush how acoustic trauma in-
fluences auditory nerve (AN) activity (see, e.g., LibermE®84; Liberman and Dodds, 1984;
Liberman and Kiang, 1984; Heinz and Young, 2004). The resyhyperactivity patterns in
the model brainstem were consistent with the measured pit¢he tinnitus sensation, and
the tinnitus-pitch prediction error was close to the errotirmitus pitch measurements in pa-
tients (Burns, 1984; Henry et al., 2004). We note that theesbf the model parameters were
constrained by physiology; there were no free parametatsnbeded to be tuned, and the
performance of the model was robust against variation ofrtbst important parameter values.

In our model, we assumed that the mean firing rates of projecteurons (PNs) in the
dorsal cochlear nucleus (DCN) are stabilized by homeagpédsticity. In the healthy auditory
system, homeostatic plasticity could help to ensure thdit@ty neurons are active within the
right range of firing rates, independent of the prevailingustic environment. Homeostatic
plasticity in auditory neurons might also prevent us froncpa&ing spontaneous neuronal ac-
tivity as sound. For pathologically altered processinghi@ tochlea, however, this plasticity
mechanism could also have detrimental effects. After samsaral hearing loss, for example,
homeostatic plasticity can lead to the development of emed spontaneous firing rates of PNs
in the DCN (Schaette and Kempter, 2006, 2008). Such hypeitsiatvas crucial for predict-
ing tinnitus pitch: predictions were reasonable only if relogdeurons became hyperactive after
hearing loss. In contrast, for parameter combinationsriggilted in absence of hyperactiv-
ity, the computed tinnitus pitch was not consistent withgratdata; and when homeostasis
was disabled, the predicted tinnitus pitch was systenibtitzo low (Fig. 3). Thus, we could
demonstrate that hyperactivity through homeostatic jgigtis important to generate a neu-
ronal activity pattern in the model that is consistent wite bbserved tinnitus pitch.

Our model is based on results from animal studies, in pdatidihose on rodents, that
demonstrated hyperactivity of DCN neuranssivo after acoustic trauma (see, e.g. Kaltenbach
and McCaslin, 1996; Brozoski et al., 2002; Kaltenbach e#&l04).n vivo, hyperactive neu-
rons were found in the fusiform cell layer (Brozoski et aD02), but a direct identification
of the cell typein vitro has proven difficult, as spontaneous firing rates were noeased in
a slice preparation (Chang et al., 2002). In cats, on therdthed, DCN hyperactivity after
acoustic trauma was not observed (Ma and Young, 2006). We $taown previously that this
discrepancy could be explained through species-specifereinces in DCN response proper-
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ties (Schaette and Kempter, 2008). For the prediction afttis pitch from human audiograms,
a DCN model with moderate inhibition was most successfud,the model parameters corre-
spond to DCN neuron response characteristics that are mewvalent in rodents than in cats.
However, the DCN need not be the only generator of tinnitubiéhauditory system because
ablation of the DCN after acoustic trauma did not abolishavaral signs of tinnitus (Brozoski
and Bauer, 2005). Moreover, following manipulations thmatuce tinnitus, increased sponta-
neous firing rates have also been found in the inferior adli€ of mice (Ma et al., 2006) and
the auditory cortex of cats (Norefia and Eggermont, 2008prihciple, homeostatic plasticity
could lead to increased spontaneous firing rates in a vasfetguron types along the auditory
pathway, and the resulting hyperactivity hotspots at vergtages of the auditory system might
contribute to the tinnitus sensation.

Changes that are reminiscent of homeostatic plasticitg baen observed at various stages
of the auditory pathway after cochlear damage: In the anditortex of gerbils, bilateral
cochlear ablation elevated neuronal excitability, inseghthe amplitudes of evoked excitatory
postsynaptic currents (EPSCs), but decreased the angsitnidevoked inhibitory responses
(Kotak et al., 2005). Similar changes were also observetaeririferior colliculus of gerbils,
where bilateral deafening led to increased EPSC amplitaddsncreased equilibrium poten-
tials of inhibitory synaptic currents (Vale and Sanes, 3002creased EPSC amplitudes were
also observed in the anteroventral cochlear nucleus ofesutajly deaf mice in response to
electrical stimulation of the AN (Oleskevich and WalmsI2902). After unilateral ablation of
the cochlea of guinea pigs, evoked glycine release (Sunaja, 4998b) and glycine receptor
binding (Suneja et al., 1998a) declined in the DCN, indicgatveakened glycinergic inhibition.
Furthermore, after bilateral cochlear ablation, decrg@as@ression of potassium channels was
found in the cochlear nucleus (Holt et al., 2006) and theriafecolliculus (Cui et al., 2007),
indicating that the excitability of neurons in these nuahéght have been increased. All these
findings indicate that homeostatic plasticity regulatagraeal activity throughout the auditory
pathway.

We chose to model the DCN because the circuitry and the regsgoof the neurons of
this nucleus are well characterized, which enabled us toelarmodel that is constrained by
physiology. Our results, however, are not limited to the DGNe model can be adapted to
describe circuits in other brain regions by adjusting, faraple, the strengths of feedforward
inhibitory connections, a scenario that we explored in Hgsand b. Other modeling studies
have shown that homeostatic compensation for decreasédterg input can lead to hyperac-
tivity in cortex-like networks (Houweling et al., 2005; Damguez et al., 2006). Concerning
the level of modeling, our approach has the advantage oflasrsimple as possible to exhibit
the consequences of homeostatic plasticity in the audggstem and to demonstrate how hy-
peractivity could relate to tinnitus. Our model can be atiedly treated, it does not require
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fitting of free parameters, and it does not rely on extensivaerical simulations whose results
may be difficult to interpret.

Given that homeostatic plasticity acts at various stagesgathe auditory pathway, one
might argue that hyperactivity generated in DCN neuronedsiced to normal levels at higher
processing stages. However, this is not necessarily the lmasause the fraction of time a
neuron spends firing at its spontaneous rate cannot be dedrbg homeostasis or other plas-
ticity mechanisms; this fraction is fixed by the responseghold of AN fibers (Schaette and
Kempter, 2006). As a consequence, hearing loss increasesotitribution of spontaneous
activity to the mean firing rate of neurons at all stages ofainditory pathway. Thus, for neu-
rons that have a target mean rate above their healthy spanariiring rate, we expect that
homeostatic plasticity leads to hyperactivity (Schaetig liempter, 2008).

The consequences of homeostasis acting in a network of meunight also depend on
which types of neurons employ this mechanism. In our moaghdostasis stabilizes the firing
rates of only one neuron type, the PNs of the DCN. We have alpteimented a variant of the
model where, in addition to the PNs, also the mean firing rateke inhibitory interneurons
of the DCN were stabilized by homeostatic plasticity. Hoarethis model variant did not lead
to hyperactivity in the inhibitory interneurons; in the PNwwever, hyperactivity was even
slightly more pronounced. The resulting pitch predicti@rfprmance of this model variant
was similar to that of the model with homeostasis in the PNg, dirther demonstrating that
our results do not depend on details of the implementatidroofeostasis.

To estimate a tinnitus pitch, we associated profiles of spwuus neuronal activity along
the tonotopic axis of a neuronal structure (lines in Figsad e) with a certain pitch. To extract
a pitch from a profile, we used a lateral-inhibition layertthgaggerates edges of the profile
and creates peaks of activity. This procedure may be retatdte edge-pitch phenomenon in
psychophysics, where a bandpass broadband acoustic prguaiaices a tonal pitch percept at
the spectral edge of the signal (Kohlrausch and Houtsm&)199

The evaluation of tinnitus pitch in our model relies on thewssption of a rate-place code,
i.e. the dominant pitch is determined by the location (altregtonotopic axis) of the neuron
with the highest firing rate. This assumption is in accor@awith the tonotopic arrangement
of neurons in the auditory pathway, and, in particular, télpisensitive neurons in the auditory
cortex (Bendor and Wang, 2005). A representation of tirsntiich in the temporal pattern of
the neuronal discharge (with spikes being phase-lockeldetpérceived tinnitus frequency) is
less likely, as tinnitus is usually a high-pitched sensatiaat is matched to comparison tones
above 2 kHz by most subjects (Henry et al., 1999). For sudhfnéguencies, temporal coding
of pitch using interspike-interval representations istodie expected.

A tinnitus sensation may be complex and consist of multipl@gonents instead of just a
pure tone. As a consequence, tinnitus spectra that weramettavhen subjects were asked to
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judge the contribution of comparison tones to their tinmgensation usually spanned a broad
frequency range (Norefa et al., 2002). For audiogram shelparacteristic of noise-induced
hearing loss, our model generates spontaneous activitgrpatthat are elevated over broad
frequency ranges, and there can even be more than one pgaRffFiSuch patterns could
constitute the basis for complex tinnitus sensations. Heweour results are limited by the
low frequency resolution of the available audiometric dated therefore we cannot predict the
guality or timbre of the tinnitus sensation.

For comparison to the homeostasis model, we have re-impliemehe lateral-inhibition
model of tinnitus generation as proposed by Gerken (1996)his model, discontinuities of
the spontaneous AN activity along the tonotopic axis afesgiring loss are exaggerated by
lateral inhibition in higher auditory structures. Afterise-induced hearing loss, the lateral-
inhibition model generates tinnitus-related activity keat the audiogram edge, which pro-
duces the greatest discontinuity in AN activity. Becausaitus pitch is generally well above
the audiogram edge (Henry et al., 1999; Konig et al., 200®) Jateral-inhibition model pre-
dicts tinnitus pitch systematically too low (Fig. 3). Theimdifference between the lateral-
inhibition model and our full model is activity stabilizati through homeostatic plasticity.
Homeostatic plasticity inverts the profile of spontaneocisvedy, which can be seen in the
examples shown in Figure 2: Before homeostasis, the spemtianactivity is largest at low
frequencies, where we have little hearing loss (full lines-ig. 2d). After homeostasis, the
spontaneous activity is largest at high frequencies at wwhearing is impaired (full lines in
Fig. 2e). The activity profile is thus inverted, and the pegdiledge is shifted to higher frequen-
cies. Lateral inhibition then exaggerates this edge, aadasulting peak is in the region where
hearing is impaired, often closely matching the subjeatscpived pitch. This intuitive pic-
ture explains why homeostatic plasticity is an essentigiadient for obtaining tinnitus pitch
predictions that are consistent with subject data.

A future perspective for modeling tinnitus would be to con&bur elementary approach
with a detailed model of cochlear processing. A more raalisbdel of cochlear processing
as a front-end to an extended, spike-based model of augitopessing and tinnitus develop-
ment would enable us to present a variety of acoustic stiemdito determine their effect on
tinnitus-related hyperactivity. For example, maskingvessrcould be obtained for the model
tinnitus and be compared to those measured with tinnitugstgh Moreover, we could im-
plement a personalized tinnitus model for each tinnitugesuiland determine the effects of
various treatment strategies like for example hearing arsmasking devices with different
settings. However, detailed high-resolution audiometny psychophysical tests to character-
ize the status of the cochlear hair cells would be an es$gméeequisite for such a project.
We might then also be able to evaluate which kinds and clexratits of hearing loss lead to
tinnitus. Another possible extension of the model woulddmtorporate long-term potentia-
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tion and depression of synaptic strength. This form of pagtmight be especially interesting
in the context of somatic tinnitus, as in the DCN this mechanseems to be exclusive to the
parallel fiber system that conveys somatosensory infoondat DCN neurons: the synapses
of parallel fibers onto fusiform and cartwheel cells havenbg®own to be plastic (Fujino and
Oertel, 2003; Tzounopoulos et al., 2004), whereas synagséhl fibers onto fusiform cells
could not be influenced by changes in activity on short tinsesc(Fujino and Oertel, 2003).

In this article, we argued that tinnitus-related hyperaistiafter hearing loss can be a con-
sequence of a homeostatic compensation for decreased Alityacthis view suggests that
it should be possible to reduce tinnitus that is caused byidgeoss by increasing AN activ-
ity through additional acoustic or electric stimulatiordditional acoustic stimulation could be
delivered, for example, through a hearing aid or a noiseéedeand stimuli adjusted to the hear-
ing loss might be most effective for treating tinnitus (Sett@and Kempter, 2006, 2008). This
idea is supported by findings that the spontaneous firing @teortical neurons can be altered
through prolonged stimulatian vitro (Johnson and Buonomano, 2007) amgivo (Quairiaux
et al., 2007), and that exposure to an enhanced acoustioement after acoustic trauma can
prevent the development of increased spontaneous firieg (Bliorefia and Eggermont, 2006).
In humans, additional acoustic stimulation can influenesegidin of central auditory structures,
leading to a reduction of the perceived loudness of soundtg\(Eormby et al., 2003; Norefia
and Chery-Croze, 2007). Furthermore, tinnitus can be esittrough direct electric stimula-
tion of the cochlear nerve (Holm et al., 2005), and stimalathrough a cochlear implant can
produce residual inhibition of tinnitus that lasts for mtwan 12 hours (Heyning et al., 2008).

Any acoustic-stimulation strategy for tinnitus treatmesguires that AN fibers still respond
to sound. If the tinnitus of a patient is associated with ahtzar dead region where inner
hair cells are completely lost, acoustic stimulation of &i¢ fibers is impossible. Moreover,
acoustic stimulation might be ineffective for tinnitus ti&not linked to hearing loss, like for
example pulsatile tinnitus. Acoustic-stimulation stgas are also limited by the restricted
frequency range of current hearing aids and noise gensetrtitar are worn behind the ear; the
upper cut-off frequency of the devices might even creatatical audiometric edge, and the
tinnitus pitch might be just shifted to a frequency above #tge. An artificial audiometric
edge can be avoided when the hearing aid is adjusted sucli thatls to a smooth enough
transition from good to impaired hearing, i.e. generateBadl@v audiogram slope. Shallow
audiogram slopes are less likely to be associated withttiarthan steep audiogram slopes
(Konig et al., 2006).

To conclude, our results provide a conceptual frameworlufaterstanding the origin of
some forms of tinnitus, and this understanding might leatkts treatment strategies.
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Figure 1: Model architecturea) Neurons (large circles), excitatory connections (blankd),
and inhibitory connections (gray lines). Frequency chésae tonotopically arranged; 5 chan-
nels are shown. In each frequency channel, the acoustimanvent is described by a Gaussian
distribution of sound intensity, which is transformed tal@ory nerve (AN) activity by a rate-
intensity function. The brainstem stage of the model céssisprojection neurons (PNs) and
inhibitory interneurons (wide-band inhibitor: WBI, naweband inhibitor: NBI). The strength
of the inhibitory projections onto the PNs is regulated by glain factorgy, andg,. The mean
firing rates of the PNs are stabilized by homeostatic pligt{bomeostasis facton). The
highest stage of the model is a layer of neurons with latetaibitory connections.b) In a
rate-intensity model of AN activity, the effects of noiseduced hearing loss on AN activity
are captured by increasing the response threshold andadeugethe spontaneous firing rate
(black line: healthy, gray lines: hearing loss).Distribution of AN firing rates as a function
of hearing loss. The mean firing rate of the AN fiber populafeshed line) is decreased in
proportion to the severity of hearing loss. The solid lineates the spontaneous firing rate,
and the shaded area indicates the distributions of firirgsrathere the gray level stands for
the probability of occurrence of a specific firing rate.
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Figure 2: Estimation of tinnitus pitch from audiograms). Audiograms (colored lines) and
tinnitus pitch matching results (downward arrows) of 24jeats with noise-induced hearing
loss and tone-like tinnitug) Audiograms of three subjects with tinnitus pitch (downward
rows) of 6 kHz, 6 kHz, and 4 kHzc) Firing rate of the model AN adjusted to each subject’s
hearing loss. In each case, mean (dashed lines) and spousags®lid lines) firing rates are
decreased in the high-frequency randeSame as (c), but for PNs of the DCN before home-
ostasis.e) Same as (d), but after homeostadisLateral-inhibition-layer neurons. Red lines:
when driven by the patterns of spontaneous firing rates of PGIN after homeostasis (shown
in e), the activity of the neurons peaks at frequencies (pedand arrows) that are close to the
patients’ tinnitus pitch. Blue lines: when driven by the stameous activity of DCN neurons
before or without homeostasis (shown in g activity of tleeimons has peaks at frequencies
(blue upward arrows) close to the audiogram edge.
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Figure 3: Homeostasis model vs. lateral-inhibition modg|Distributions of tinnitus pitch:
measured (gray bars) and estimated from the homeostasil (fio@als with red outlines) and
the lateral-inhibition model (bars with blue outline). Scatter plots of estimated versus ob-
served tinnitus pitch (red dots: full model with homeostakiue dots: lateral-inhibition model;
dashed lines: regression lines; dotted line: identity)teNtbat colored dots may lie on top of
each other. The predictions of the homeostasis model a@sabmbiased§ = —0.05 octaves)
with a low prediction error£ = 0.60 octaves) and a high correlation coefficie@t= 0.49).
The lateral-inhibition model predicts tinnitus pitch systatically too low B = —1.47 octaves)
with a high prediction errorE = 1.62 octaves) and a low correlation coefficie@t-€ 0.37).
Model parametersg, = 1.3, gw = 0.6, hjax= 3.
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Figure 4: Dependence of pitch prediction performance oneghpdrametersa) Pitch predic-
tion errorE (gray-scale coded) of the homeostasis model for differahtes of the inhibitory
gain factorgy, andgn (hmax = 3); black contour line indicates = 1 octave.b) Spontaneous
firing rates (gray-scale coded) of PNs after 60 dB noisegrdihearing loss and homeostatic
plasticity (hmax= 3). ¢) Spontaneous firing rates of DCN PNy (= gn = 0.5) after homeosta-
sis for different degrees of hearing loss and different @alofhyax from 1 to 4 in steps of 0.5

(hmax = 1: homeostasis disabled)) Pitch prediction error (minimum in thg,-g, plane as in
(a)) as a function olfinax.
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Figure 5: Impact of hearing aids on spontaneous-activit§iles. Top row: audiogram (gray
lines), tinnitus pitch (arrows), and effective audiografbkack lines in b and c) that include
a hearing aid. Center row: spontaneous firing rates of mo@ [PNs after homeostasis.
Bottom row: spontaneous firing rates in the lateral-iniitayer. a) Without a hearing aid,
spontaneous firing rates are increased in the high-frequegon of the model DCN, leading
to a pronounced tinnitus peak at 4kHz in the lateral-infobitayer (same as in the middle
column of Figs. 2b, e and fp) A hypothetical perfect hearing aid that completely normesi
AN activity up to an upper cut-off frequency of 6 kHz leads to effective audiogram (top
panel, black line) with an audiogram edge at a higher frequand a steep slope. The resulting
spontaneous firing rates of DCN PNs are normal up to about 6 khizelevated at higher
frequencies. There and in the activity profile of the latém&ibition layer, we recognize a
peak at 7 kHzc) Stimulation with a hearing aid adjusted to create an effeaudiogram with
a smooth edge and a shallow slope (top panel, black line¥ leatdiroad and smooth profiles
of spontaneous firing rates without pronounced peaks in theelDCN and lateral-inhibition
layer.
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